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This chapter deals with what is perhaps the most important material system in modern
microelectronics: the metal-oxide-semiconductor structure or MOS. The MOS structure is at
the heart of integrated microelectronics. A basic CMOS inverter is made out of two metal-
oxide-semiconductor field-effect transistors (MOSFETs) in which carrier transport is controlled
by the field-effect action of a MOS structure. Hundreds of millions of them are now integrated
together on a single chip. MOS capacitors are also the storage element of Dynamic Random-
Access Memories (DRAM). Billions of them are routinely integrated on a memory chip. MOS
structures also appear when interconnect metal lines run over an oxide-covered semiconductor
surface. In a typical modern microprocessor, there are tens of meters worth of them.

In spite of its seemingly restrictive name, the MOS structure is to be viewed here as a generic
sandwich of a highly-conducting material on top of an insulator, all on top of a semiconductor
(a better term might be MIS, for Metal-Insulator-Semiconductor). The treatment of the MOS
structure presented in this chapter can be easily extended to heavily-doped polysilicon gates
which are the preferred choice in modern CMOS. Similarly, insulators other than silicon dioxide
are widely used in modern microelectronics. A prominent example is Silicon Nitride (SigN4). With
some precautions, the MOS theory can be used to treat MIS structures based on semiconductors
other than Si and in which the “insulator” is actually a wide bandgap semiconductor. A prominent
example is the metal/AlGaAs/InGaAs heterostructure at the heart of modern High Electron
Mobility Transistors (HEMTS).

The goal of this chapter is to understand the changes brought to the electrostatics of the MOS
structure upon the application of a voltage to the metal with respect to the semiconductor. Even
though current cannot flow through the insulator, the charge distribution in the semiconductor
close to the insulator/semiconductor interface is affected in a major way. One can induce a
depletion region, accumulate majority carriers, or all together "invert” the semiconductor type
and create a thin layer of minority carriers. This "inversion layer” constitutes the conducting
channel in most MOSFETs.

An additional goal of this chapter is to continue building up the tool kit for studying semicon-
ductor devices by introducing the Poisson-Boltzmann formulation. This is a powerful formalism
to rigorously analyze the electrostatics of the MOS structure. The usefulness of the Poisson-
Boltzmann formulation transcends this structure as it can be applied to other junctions that
appear in semiconductor devices.

This chapter places special emphasis in the understanding of the capacitance-voltage char-
acteristics of the MOS structure. As in the metal-semiconductor and PN junctions, the C-V
characteristics summarize in a compact way the electrostatics of the structure. C-V character-
istics form also the basis for a variety of techniques to characterize and diagnose semiconductor
surfaces, interfaces, dielectrics and devices,

This is one of the most important chapters in this book. Solid command of the physics of the
MOS structure is essential to understand MOSFETs and CMOS.
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Figure 8.1: Left: Schematic diagram of an ideal surface with unperturbed semiconductor bonds. This is as if
the real crystal continued into a “virtual crystal” where carriers are forbidden. Right: energy band diagram in the
vicinity of an ideal surface. The bands are “bulk-like” all the way to the surface.

8.1 The semiconductor surface

At a semiconductor surface, the perfect crystalline periodicity of the solid comes to an abrupt
end. This affects the transport properties of electrons and holes in its vicinity in a major way.
Providing a simple and intuitive picture of what happens at a surface is the goal of this section.
Before we do that, let us introduce the concept of ideal semiconductor surface.

An "ideal surface” can be thought of as one in which the semiconductor lattice comes to an
end but the bulk electronic properties are unmodified by this disruption. Schematically, we can
visualize an ideal surface if we introduce an imaginary plane inside the bulk of a semiconductor
that carriers cannot traverse. This is illustrated on the left of Fig. 8.1. On one side is the real
crystal, on the other side is a "virtual” crystal. Along the ideal surface plane, the semiconductor
bonding arrangement remains undisturbed. Carriers can come up to that plane without feeling
its presence in any way. They just simply cannot cross it because there are no allowed states
on the other side of the interface for the carriers to go to. Another view of this situation is to
consider that a large energy barrier exists right at the surface, as sketched on the right of Fig.
8.1. The barrier height for electrons in the conduction band is equal to the electron affinity of the
semiconductor. It is even higher for the holes. As a consequence, the hole and electron current
components normal to that plane are both zero. This concept of an ideal surface, while naive,
is useful. We already encountered it in our discussion on the metal-semiconductor junction. We
will invoke it many more times in this book.

In a “real” surface the four-fold coordination of the semiconductor atoms cannot be preserved.
Even if nothing else happens, unsatisfied bonds will be present. This is a rather unstable situation
as the atoms are eager to lower their energy by attempting to emulate four-fold coordination.
As a consequence, a surface with unsatisfied bonds is very reactive. The surface atoms can find
various ways to lower their total energy, as schematically illustrated in Fig. 8.2. One of them is
to bond with foreign atoms or molecules, such as O or C or organic contaminants, that might
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Figure 8.2: Left: Schematic illustration of a “real” surface with surface contaminants, surface reconstruction,
and a subsurface region with deformed bonding. Right: Schematic energy band diagram in the vicinity of a “real”
surface” showing a different electron energy distribution near the surface.

Figure 8.3: Scanning Tunneling Microscope picture of the 7x7 reconstruction of the (111) Si surface. Each round
gray feature is associated with one distinct Si atom. The peculiar atomic arrangement pattern that is observed
arises from minimization of the surface energy [courtesy of R. Martel and Ph. Avouris, IBM).



J. A. del Alamo 479

passivating film  semiconductor

passivating film semiconductor crystal

L | T T T A A A N B Ec
=0—@=0—=—0=9=—=—00=0=0=—0=—0=—0=0=0=

[ | I
:.=D=.=.=D:.=:=I:I=D=E|=D=I:I=I3=IJ=

i L8y k& B0 0B 801 1 F )
=0=0=0=0=0=@=0=D0D=0=0=0=0=0= EC

W nsn o ononnon
-9 —@9—0—@0=@¢—0=0—0=0=—0=—0=—0=—0=

| /| e - g
=@ =0=0—=@ =0=@==0=0=0=0=0=0=0= v

o ek w0 W
=0=—0—0—D=0—0==0=0=0=0=0=0=0=

] ] [ ] I ] Il ] ] I I

i E,

I ideal passivated interface

Figure 8.4: Left: Schematic illustration of surface passivation. A dielectric film has been placed on top of the
semiconductor surface so that bulk-like bonding exists at the dielectric/semiconductor interface. Right: Energy
band diagram in the vicinity of a passivated interface. The bands in the semiconductor are “bulk-like” all the way
to the interface.

be present in the atmosphere surrounding the surface. A semiconductor surface, if exposed to
air, oxidizes and gets contaminated very easily. A second avenue for surface energy lowering is
surface reconstruction in which the surface atoms bond among themselves in an arrangement that
is rather different from the one in the bulk. A (111) Si surface, for example, reconstructs itself
into a spectacular diamond-shape 7x7 arrangement, pictured in Fig. 8.3.

When considering the impact that a “real” surface has on semiconductor device behavior,
we might be tempted to believe that whatever it is, it should be confined to the immediate
vieinity of the surface, that is the region where the semiconductor bonding is upset from its bulk
arrangement. This deformed region is actually very thin, perhaps two or three monolayers. In
consequence, we might be lead to believe that the influence of the surface does not extend more
than a few nanometers below the surface. From a crystalline point of view, this argument is
true, but from an electrostatic and transport one, it is not. We will learn in this chapter that a
surface can modify the electrostatics of the bulk underneath to distances that can be as high as
a few microns. Furthermore, we already saw in Ch. 5 that in minority carrier type situations the
influence of surface recombination reaches several diffusion lengths into the bulk. Depending on
doping level and processing details, this can be as far as hundreds of microns.

The high reactivity of an exposed semiconductor surface makes it unsuitable for semiconductor
device applications. The microelectronics revolution would have not taken place without the
discovery of surface passivation. This consists of the deposition of a dielectric material or the
formation of a thin-film on top of a semiconductor surface such that bulk-like bonding at the
interface is preserved. This is schematically illustrated in Fig. 8.4.

The most important passivating film is SiO3. When Si is oxidized in an ultraclean environ-
ment, Si reacts with O to form SiOg, which grows on the Si surface. SiOs formed this way is an
amorphous dielectric material with remarkable properties. One of them is that at the Si-SiOs
interface, nearly all Si bonds are satisfied. If the black circles are taken as the O atoms, Fig. 8.4
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Figure 8.5: Transmission electron micrograph of modern MOS structure showing 1-2 monolayer surface roughness
at the 8i-SiO2 interface. The gate, made out of heavily-doped polysilicon, shows several grains with different
orientations. The extraordinary resolution of this picture permits the direct observation of the lattice planes that
provides an absolute length calibration [courtesy of D. Buchanan, IBM).

can be interpreted as an ideal SiO, film on a Si surface. Notice that there are twice as many O
atoms as 5i atoms (the open squares) in the dielectric film. Note also that all atoms in the dielec-
tric as well as at the dielectric/semiconductor interface share a total of eight valence electrons,
the ideal bonding configuration.

This simple picture is however misleading in at least two important ways. First, SiOs films
used in microelectronics are amorphous, that is, they do not have the long-range crystalline order
that is suggested in Fig. 8.4. There is some short-range order, to be sure, with a bonding
configuration similar to the one implied in this figure, but the film is really made out of multiple
tiny crystallites with all kinds of orientations. A second problem is that Fig. 8.4 suggests that the
Si/8i0; interface is perfectly flat. This is also not the case. Even carefully prepared interfaces
have surface roughness on the scale of one to two monolayers. This is seen in the transmission-
electron microscope picture of Fig. 8.5 that shows a cross section of a MOS structure used in
modern CMOS applications. The MOS structure of the picture has a polysilicon gate on top
of a 2.7 nm thick SiO; layer grown on a (100) Si substrate. If one looks in detail, one can see
an Si/5i0; interface that is not flat but exhibits a roughness of about two monolayers. Surface
roughness has very important implications for carrier transport along the Si/SiOs interface, as
it happens in a MOSFET. This will be explored in Ch. 10. Interestingly, the extraordinary
resolution of the picture in Fig. 8.5 allows the direct observation of the lattice planes in the Si
substrate. This provides an absolute length calibration for the picture. Also, the polycrystalline
nature of the gate is apparent.

In an ideal surface, the energy band diagram is bulk-like all the way to the surface, as sketched
on the right of Fig. 8.1. The electrons do not “fall off’ the semiconductor at the surface because
they face an energy barrier equal to the electron affinity of the semiconductor. Electrons need to
have an energy equal to the vacuum energy to escape from the semiconductor.
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Figure 8.6: Sketch of ideal MOS structure on p-type substrate.

The energy band diagram of a perfectly passivated semiconductor surface is similar to an
ideal surface, i.e., the semiconductor bands remain bulk-like all the way to the interface. As we
discussed in Ch. 1, the band diagram of an insulator is qualitatively identical to that of a semi-
conductor, except that the bandgap is much wider. The bandgap of SiOs, for example, is about
9 eV. In consequence, at the insulator/semiconductor interface, there is a large discontinuity in
the conduction band and the valence bands that prevents carriers from escaping. This is shown
on the right of Fig. 8.4.

The energy band description of the bulk semiconductor is inappropriate in the vicinity of an
unpassivated surface. The particular bonding arrangement of the surface and the presence of
contamination results in an electron state configuration that is rather different from the one that
prevails in the bulk. More importantly, the existence of a bandgap devoid of electron states can
no longer be guaranteed, and in fact, a general continuum of states is more appropriate. This is
pictured on the right of Fig. 8.2.

8.2 The ideal Metal-Oxide-Semiconductor structure

As in the case of the PN diode and the Schottky diode, it is useful to define the concept of an
"ideal MOS structure”. This captures the essence of the MOS physics while hiding some of the

second-order effects. Later in this chapter, we will relax some of the assumptions made in this
section.

A sketch of an ideal MOS structure is shown in Fig. 8.6. It consists of a p-type semiconductor
(one can equally define it on an n-type substrate), an oxide of thickness z,,, and a metal film.
the metal is referred to this as the "gate”. The semiconductor is contacted at the bottom by an
ideal ohmic contact.

The following assumptions characterize the ideal MOS structure:
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e This is a one dimensional situation. There are no 2D or 3D effects.

o We assume an ideal semiconductor surface at the oxide-semiconductor interface, i.e., smooth
and defect free.

e The doping level in the semiconductor is uniform throughout.

* We assume that the metal work function and the doping level in the semiconductor are such
that under zero bias, there is a depletion region in the semiconductor.

e In situations in which there is a depletion region in the semiconductor, we treat it under
the depletion approximation.

e Under the application of a DC voltage, we assume that no DC current flows.

e The semiconductor is contacted through an ideal ohmic contact, as defined earlier in this
book.

e We neglect any sidewall effects associated with the edges of the device.

e Maxwell-Boltzmann statistics apply to both types of carriers under all conditions.

Fig. 8.6 also defines the axis that we will use in our analysis. The origin is placed at the
oxide/semiconductor interface. The area of the MOS structure is A. The voltage convention that
we will follow is also shown in the figure. For a MOS structure on a p-type substrate, ' is defined
as the potential difference between the gate and the semiconductor.

8.3 The ideal Metal-Oxide-Semiconductor structure at zero bias

We start by analyzing the MOS structure at zero bias. The first question that one might ask is
why do we use this notation, "zero bias,” as opposed to " thermal equilibrium™ used earlier in this
book. Is it the same?

In an ideal MOS structure with a perfectly insulating oxide, no clectron flow can take place be-
tween the metal and the semiconductor and the system cannot really attain thermal equilibrium.
We can deal with this problem by shorting together the metal and the semiconductor through
an external wire so that electron redistribution can take place through it. This is equivalent to
applying a zero bias across the structure.

Consider a metal/oxide/p-type semiconductor structure with the three materials far apart,
as sketched in an energy band diagram in Fig. 8.7a (dual situations occur with an n-type semi-
conductor substrate, as we will summarize later). ‘The common reference energy for the three
band diagrams is the vacuum level. The electronic structure of the metal | is characterized by its
work function. The semiconductor and the insulator are char acterized by their electron affinity

and their bandgaps, as s well as the location of the Fermi level. In the case of the semiconductor

k]

‘the Fermi level is set by doping. For the insulator, in principle one could establish the location
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Figure 8.7: Energy band diagrams a) for isolated metal, insulator and semiconductor, and b) after bringing them
in intimate contact at zero bias.

of the Fermi level as if it was an intrinsic semiconductor. In practice, the bandgap of the insu-
lator is so large, that the Fermi level can swing widely through most of it without changing in
any significant way the occupation of the bands. For all practical purposes, the valence band is
always completely full of electrons and the conduction band is perfectly empty. Because of this,
the Fermi level is not usually drawn inside an insulator.

The situation shown in Fig. 8.7a is one in which the Fermi level in the semiconductor is
lower than in the metal. In consequence, if these three materials are brought in intimate contact
through an external wire, electrons will tend to flow from the metal to the . semiconductor. When

this happens, the metal becomes posltwelv char ge_dand the semiconductor acquires negatlve

charge. This sets up an electric field that eventually brings carrier exchange to a halt ebtabhshmg

thermal equilibrium. The bottom of Fig. 8.7 shows the resulting energy band diagram at zero
bias.

There are several interesting features in this energy band diagram. First of all, far away from
their interfaces with the insulator, bulk thermal equilibrium conditions prevail in the metal and
the semiconductor. In the vicinity of the oxide/semiconductor interface, the charge exchange
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that has taken place between the metal and the semiconductor implies that the band diagram
of the semiconductor bends down. In addition to getting more electrons close to the insulator,
thermal equilibrium demands that fewer holes are present there. The semiconductor has become
negatively charged. In fact, from a charge point of view, since holes are the majority carriers,
the reduction of the hole concentration is far more significant than the increase of the electron
concentration. The net effect, in any case, is that the semiconductor is negatively charged in the
neighborhood of the interface with the insulator. This negative charge is imaged at the metal-
insulator interface where there is a deficit of electrons. In the length scale of interest, this does
not bend the band diagram of the metal in a significant way and it is not shown (refer to a related
discussion in Section 7.2).

The dipole of charge that has appeared across the MOS structure results in two features in
the band diagram. First, it bends the bands in the insulator. The fact that there is not bulk
charge inside an ideal insulator implies that the bands are inclined but straight. Second, there is
a built-in potential difference across the entire structure. As in previous junctions of dissimilar
materials, the built-in potential is entirely set by the work functions of the end materials. In this
case, it is given by:

qdpi = Wg — Wiy (8.1)

A final observation to be made about the energy band diagram of Fig. 8.7 is the appearance of
large conduction band and valence band discontinuities at the semiconductor/insulator interface.
They constitute huge energy barriers to carrier flow and ideally prevent the injection of electrons
and holes from the semiconductor to the insulator.

Before we proceed to analyze in detail the electrostatics of this situation, let us first derive
some general relationships for the electrostatics of the MOS structure. We will derive them at
zero bias, but with suitable modification they can also be used under bias.

8.3.1 General relations for the electrostatics of the ideal MOS structure

Fig. 8.8 shows a general MOS structure at zero bias. The coordinate system is selected to point
into the wafer, with the origin placed at the semiconductor/insulator interface, as sketched on
the left of Fig. 8.8. The right of the figure shows the volume charge density, the electric field,
and the electrostatic potential along the space coordinate z.

The top of Fig. 8.8 shows the charge distribution in space. In the semiconductor we depict
a generic charge distribution that extends to some depth from the Si/SiO, interface and that
integrates to a total charge areal density Q; (in units of C/em?). The insulator is assumed to be
ideal and devoid of any charge inside. The metal also rejects volume charge but allows it at its
surfaces. We can think of this charge as a “sheet” located at the metal-oxide interface with an
areal density @, (in units of C'/em?). Overall charge neutrality demands that:

Qg = —Qs (8.2)
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Figure 8.8: Schematic of MOS structure defining the coordinate axis and a Gaussian pill box (left). Generic
sketches of, from top to bottom, volume charge density, electric field, electrostatic potential end energy band
diagram for the MOS structure (right).

The field lines produced by this dipole of charge originate in the sheet charge at the
metal /insulator interface and terminate in the semiconductor. As a result, the ficld inside the
metal as well as sufficiently deep inside the semiconductor are zero. Application of Gauss law to
this situation is straightforward. If we construct a “pill box” that includes all Qs and penetrates
partially into the oxide, as shown on the left of Fig. 8.8, we find the electric field in the oxide to
be:

By = -2 (8.3)

ECLT

where €, is the permittivity of the oxide !. &,, is uniform in space inside the oxide since there

"t is important to keep in mind the distinction between permittivity (e, in F/em?) and dielectric constant (k.
no units). They are related through e = ke, where ¢, is the permittivity of vacuum (value given in Appendix A).
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are no charges there.

The permittivities of the insulator and the semiconductor are generally different. This implies
that at the Si/insulator interface, the electric field is discontinuous. The relationship between
the normal components of the electric field on both sides of the interface is obtained from the
continuity of the electric displacement vector, that is:

e (8.4)

The permittivity of SiOz is 3.9. This is exactly three times smaller than the permittivity of Si (see
Appendix B). Therefore, the field inside the oxide is three times the field at the semiconductor
surface.

Substituting Eq. 8.4 into 8.3 provides a relationship between the electric field at the semicon-
ductor /insulator interface on the semiconductor side and Q,:

il (8.5)

€s

We could have obtained this result by selecting a different pillbox that includes all of Q, and has
one of its surfaces placed exactly at = = 0.

The electric field distribution results in an electrostatic potential profile that is sketched in
Fig. 8.8. In this graph, the origin of potentials is selected deep in the bulk of the semiconductor.
The total potential difference across the structure at zero bias is ¢;. The total potential drop
across the structure is equal to the sum of the drop in the semiconductor, ¢, plus the drop in
the insulator, ¢, that is:

Pbi = Ps + dor (86)
¢s is called the surface potential. It is related to the detailed charge distribution in space

inside the semiconductor. ¢, is the potential build-up across the insulator. Since the field in the
oxide is uniform, @, is given by:

Pox = xorgox (87)

Eq. 8.6 is the basis for a general relationship between ¢ and Q,. Towards deriving this, let
us first define the capacitance per unit area of the insulator:

Cgm = d (8.8)

Lo

If we now plug Eq. 8.7 into Eq. 8.6 and use Eqs. 8.4 and 8.5, we can write:



J. A. del Alamo 487

Q.
CD_TI

The relationships just derived apply to any ideal MOS structure under any circumstances.
They have been obtained from fundamental statements about the electrostatics of the structure.
In particular, they all apply to situations under bias if we substitute ¢; by the appropriate
expression for the total potential build-up across the structure.

The bottom sketch in Fig. 8.8 is the energy band diagram. A significant point to be made
is that with the electrostatic potential reference that was selected above, the total band bending
inside the semiconductor is given by qas.

We can now proceed to study in some detail the electrostatics of the zero-bias situation
outlined above.

Exercise 8.1: A certain MOS structure with x,, = 4.5 nm exhibits ¢y, = 1V and ¢pp = 0.42 V
at zero bias. Calculate ¢g, Qs, &g, and E,,.

There are multiple ways to go about solving this problem. We can use Eq. 8.7 to get &,.:

g b 042V

= — " —03x%x10°V/em
Tox 4.5 x10°7 em

From here, we can calculate &, using Eq. 8.4:

Eo= -E"—I&,m =0.33 % 9.3 x 10° Viem = 3.1 x 10° V/iem
€

8

We can get @, from either Eq. 8.3 or 8.5. Using the later one:
Qs = €. =11.7x 885 x 107 F/em x 3.1 x 10° V/ern = 3.2 x 10~7 C/em?

Finally, ¢», can be obtained from Eq. 8.6:

G5 = Qpi — Do = 0.8V

8.3.2  Electrostatic of the MOS structure under zero bias

For a uniformly-doped semiconductor, deriving an analytical formulation of the electrostatics of
the MOS structure under zero bias is relatively straightforward under the depletion approzimation.
If one focuses on the semiconductor in Fig. 8.7, one sees that close to the interface with the
insulator there is a region with a space charge region, while far away from it, the bulk is quasi-
neutral. This is similar to the situations that we observed in the PN diode and the Schottky
diode. Consistent with the treatment that was followed there, we can perform the depletion
approximation and assume that up to a certain depth, 24, the semiconductor is devoid of majority
carriers (holes in this case) and beyond x4, the semiconductor is perfectly neutral. Under this
approximation, the volume charge density, electric field, electrostatic potential and equilibrium
carrier concentrations and energy band diagram of Fig. 8.9 result.
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Figure 8.9: From top to bottom: sketches of volume charge density, electric field, electrostatic potential, equi-
librium carrier concentration and energy band diagram in a MOS structure under zero bias under the depletion
approximation (p-substrate).
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Within the depletion approximation, the volume charge density inside the depletion region is
uniform and equal to p = —gN 4. Hence, the integrated semiconductor charge is:

Qs ~ —qNaxq (8.10)

The electric field distribution in the semiconductor has a triangular shape with a maximum
at the semiconductor interface with the oxide. Plugging Eq. 8.10 into Eq. 8.5, the electric field
at the semiconductor surface is given by:

£ e PNAT (8.11)

€s

Eq. 8.3 gives an expression that allows the calculation of the electric field inside the oxide. We
can then write:

f\'r
£ S A (8.12)

€ox

The electrostatic potential in the semiconductor has a parabolic shape. The surface potential
is obtained by integrating the triangularly shaped electric field. This yields:

» gNaz3

Ps 3.

(8.13)

The only unknown af this time is the depth of the depletion region z4. This can be obtained
by plu_gg?'_ug__ Egs. 8.13 and 8.10 into the fundamental electrostatics relation 8.9 to yield:

] q ‘I\IrA "’Bﬁ qj\'rfl x d
Qp; = y
g = 500 8 (8.14)

Solving this quadratic equation we obtain:

A¢pi :
O = 1) (8.15)

where v is the so-called body factor coefficient:

1
o= C—\fQESqNA (8.16)
ox

which has units of V1/2. Eq. 8.15 states that the larger the difference in work functions between
the metal and the semiconductor, the larger x4 is. This makes sense since the higher ¢;, the
larger the charge exchange that needs to take place.
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Figure 8.10: Body factor coefficient, ~, vs. substrate doping level for different values of the SiQs thicknesses.

It is also of interest to focus on the total charge in the depletion layer. This is given by:

Qa =~ —gNaTs ~ —v/2e,9N s (8.17)

where we have used Eq. 8.13. As in a PN junction and a Schottky junction, there is a square-root
relationship between depletion charge and potential build up across a depletion region.

7 is an important parameter of a MOS structure. As Eq. 8.16 indicates, v depends on the
doping level of the substrate and the capacitance per unit area of the insulator. As it will be
better understood later on in this chapter, ¥ makes a statement about the relative magnitude
of the depletion region capacitance to the oxide capacitance. The higher the doping level, the
thinner the depletion region in the semiconductor and the higher the depletion capacitance, hence
7 goes up. Similarly, the thinner the oxide, the higher the oxide capacitance and the lower v gets.
Both dependencies are seen in Fig. 8.10 which graphs v vs. N4 and the SiO, thickness.

In a well designed MOSFETS, a proper balance between the oxide and depletion region thick-
nesses is required. Hence, v is typically on the order of 0.1 to 1 V1/2, In time, v has tended to
decrease as MOSFET size has shrunk.

Once the electrostatic potential in the semiconductor is known, it is straightforward to obtain
first-order expressions for the zero bias carrier densities in the semiconductor. The procedure is
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identical to that one followed in the case of the metal-semiconductor junction in Section 7.2.3.

Exercise 8.2: Consider a MOS structure made out of a W gate (W) = 4.54 eV)., a 4.5 nm §i0q
insulator, and a p-type doped Si substrate with Na = 6 x 1017 ecm™2. Estimate the electric field in
the ozide and the surface potential at zero bias.

Since Wy is about x + E,/2, this structure is likely to be in depletion. In order to compute &,,, we
first need to calculate z,. Before that we need to compute ¢y, C\ and ~, which can be obtained,
respectively, from Eqs. 8.1, 8.8 and Eq. 8.16. In order to get ¢;, we need to first compute Ws:

6 x 1017 .
LVS—X‘FE +kTIIl‘ATU 4.044+1.12+0.026 x In m:ﬁ{]ﬁeb’
Now:
1
¢bi—q(I’VS—W M) =5.06—-4.54=0.52V
_ € 3.45x 107 F/em B o 5
COI_-'an: T =77%x 107" Flem

A= m_¢2X104x10 le/C‘ITI.XIGX].O 19 0 % 6 x 1017 o3 —058V1/2

7.7 % 1077 F/cm?

We can now use Eq. 8.15 to obtain x4

4¢'bn 1.04 x 10_12 F/c'rn 4%x052V "
- —_—_ 1) =2 ¥ — %
1)= 7.7 % 10~7 Fjem? o 052 V ) 3x107% em =23 nm

&,z can now be obtained using Eq. 8.12:

Nazg 1.6x1071 C x 6 x 1017 em=3 x 2.3 x 1075 em

21 i !
s Con 3.45 x 10=13 F/em

=6.4 x 10° V/em

The surface potential can be obtained from Eq. 8.13:

. _ gNazi _ 1.6x1071° C x 6 x 107 em~3 x (2.3 x 107 em)? 034V
o 2, 2x1.04%x 1012 Ffem o

In the next section we will learn how to confirm that indeed this structure is in depletion.

8.4 The ideal Metal-Oxide Semiconductor structure under bias

The application of a voltage to the gate with respect to the body of a MOS structure affects the
potential and charge distributions throughout. For the case of a p-type substrate, if we define as
positive the voltage in the metal with respect to the semiconductor, the total potential difference
across the structure goes from a zero bias value of ¢y; to a new value equal to ¢p; + V, where V
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is the applied voltage. The charge dipole across the MOS structure has to adapt itself so as to
produce such a potential build up. In what way is it modified and what are the consequences of
this? These are the topics that we study in this section.

Before discussing the details. we need to recognize that the presence of the oxide in the MOS
structure blocks the flow of current even when a voltage is applied. Current continuity then
implies that no current flows across the semiconductor. So, even though a bias has been applied,
the semiconductor remains in a quasi-equilibrium condition. We can therefore conclude that
similar to the PN diode or the Schottky diode, the electrostatics of a MOS structure with a built-
in potential ¢3; under a voltage V are identical to the electrostatics of a MOS structure with a
built-in potential equivalent to ¢y; + V' under zero bias?. As a consequence, the general relation
for the electrostatics of the MOS structure derived in Eq. 8.9 applies here for a total potential
difference that is given by ¢y; + V:

Qs(V)
COI

Gvi +V = ¢s(V) - (8.18)

where, in general, we note that ¢, and @, now depend on V.

Let us now qualitatively discuss the changes that take place in the electrostatics of a MOS
structure as a result of the application of a voltage. A pictorial view is sketched in Fig. 8.11.
The center diagram shows the structure at zero bias in which a depletion region exists in the
semiconductor. An identical amount of positive charge resides at the metal-oxide interface. If
a negativle voltage is applied, the potential difference across the structure is reduced. In conse-
quence, the magnitude of the charge dipole must decrease. This implies that the depletion layer
shrinks. This voltage regime in which the depletion region thickness is being modulated by the
applied bias is referred to as depletion.

For sufficient negative bias, the potential difference across the structure is wiped out. This calls
for the charge dipole to disappear and the depletion region to completely collapse. This condition
is called flatband. If a more negative voltage than this is applied, the potential differcnce
across the structure reverses sign. This now demands the appearance of positive charge in the
semiconductor and a negative sheet of charge at the metal-oxide interface. This can only be
accomplished by accumulating holes against the oxide-semiconductor interface, a condition that
is referred to as accumulation. This is shown in the top diagram of Fig. 8.11.

Moving downwards from V' = 0 now. if a positive voltage is applied to the gate with respect to
the semiconductor, the total potential difference across the structure increases and the depletion
region has to widen to satisfy the electrostatics. If the voltage is made sufficiently large, eventually
electrons start piling up at the insulator /semiconductor interface. The onset of this phenomenon
is called threshold. For voltages higher than this, the electron concentration at the oxide-
semiconductor interface becomes significant, a condition that is known as inversion. This is the
regime that is exploited in MOSFETSs.

*In the Schottky junction and the PN junction, we assumed that the electrostatics under bias were identical to
equilibrium even though current was flowing by. In most cases, this assumption gives reasonable results. In the
case of the MOS structure, this assumption is particularly well justified since no current Hows.
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Figure 8.11: Impact of the application of a voltage to the charge distribution of a MOS structure. For negative
voltages of the metal with respect to the semiconductor, the depletion region shrinks. For a large enough negative
voltage, the structure is driven into accumulation. For positive voltages, the depletion region widens. For large
enough voltage, the structure is driven into inversion.

We proceed to analyze these different situations in more detail in the following subsections.

8.4.1 Depletion

A detailed view of the MOS electrostatics in the depletion regime is shown in Fig. 8.12. Starting
with the potential distribution, the application of a voltage to the gate with respect to the body
changes the potential difference across the MOS structure. This requires a modulation of the
charge distribution. For V > 0, the potential difference increases from the zero bias value of
®pi to ¢ + V. In consequence, the depletion region widens and the electric field everywhere
increases. For V' < 0, the contrary happens and the potential difference is reduced, the depletion
region shrinks and the electric field is lowered throughout.

The situation is well reflected in the evolution of the energy band diagram, which is also shown
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Figure 8.12: From top to bottom and left to right: sketches of volume charge density, electric field, electrostatic
potential, carrier concentration and energy band diagram of a MOS structure under zero hias and for bias negative
and positive but close to zero (depletion regime).

in Fig. 8.12. For V' > 0, the Fermi level in the metal is pulled down with respect to the Fermi
level in the semiconductor. As a result, the band bending across the oxide and the semiconductor
increases. The contrary happens for V' < 0. Note how the Fermi level in the semiconductor is
drawn flat and that the hole and electron quasi-Fermi levels overlap. This reflects the absence of
current through the structure and the consideration that the semiconductor remains in a quasi-
equilibrium state.

It is interesting to reflect on what happens to the carrier concentrations. This is sketched in the
top right of Fig. 8.12. For V > 0, the hole concentration drops close to the semiconductor /oxide
interface as the depletion region widens. The contrary happens when V' < 0. Since the pn product
has to remain constant (consistent with zero current), for V > 0, the electron concentration close
to the oxide/semiconductor interface rises while it drops for V < 0.

In the depletion regime, the change in the potential build up across the structure modulates
the depletion region thickness. Nevertheless, the essential character of the electrostatics remains
unchanged from the situation that we discussed under zero bias. In consequence, an analytical
description of the depletion regime can be obtained simply by going to our zero bias results and
substituting ¢p; by ¢y + V.
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In particular, going back to the results obtained in Sec. 8.3.2, the depletion region thickness

as a function of V' is given by:
N
za(V) ~ =2 ( 1+4"*T—1) (8.19)
o |

The total charge in the depletion region, from Eq. 810, can be written as:

_ D LV
QulV) = QulV) = —5°Co 1+ 4%

~1) (8.20)

where we have used the definition of 4 in Eq. 8.16.

The evolution of the surface potential with V' can be easily obtained from Eq. 8.13:

o+ V
,72

¢s(V) = -}1.72( 1+4 = 1)? (8.21)

Similar relations can be obtained for any other variable of interest by starting from the zero
bias equations derived in Sec. 8.3.2.

Exercise 8.3: Consider an MOS structure identical to that of Exercise 8.2 except for the use of a
poly-Si gate (Wi = 4.04 ¢V ). Calculate Q5 and its extent into the semiconductor for V.= —0.5V.

Let us assume that for V. = —0.5 V this structure is in depletion (we will verify this in Exercise
8.4). The first step is to compute ¢y; as in Exercise 8.2. This vields ¢ = 1.0 V. Qs can be
obtained from Eq. 8.20 (the values of Cy; = 7.7 x 1077 F/em?, and 4 = 0.58 V1/2 were also
obtained in Exercise 8.2):

I o b +V
Qz-‘ = __".fzc.m: 1 + '17 = ]
572 Cos )
1.0-05)V

= —%(0.58)2 V x7.7x1077 F/crrfi\/l +al (0.58 V)2

—1]=-2.1x 1077 C/em?

The extent of the depletion region is simply:

Qs —2.1x%107% C/em?

- _ =22 nm
—qN4 —1.6 x 10-19 C % 6 % 1017 ¢m—2 nm

Ly =

8.4.2 Flatband

For large enough negative voltage applied to the gate with respect to the body of the MOS
structure, the depletion region is wiped out. This is referred to as flatband. In this instance, the
potential build up across the structure is precisely zero. As a result, there is no charge dipole,
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Figure 8.13: Energy band diagram and carrier concentration distribution in the MOS structure at flatband.

and there is no electric field anywhere. As sketched in Fig. 8.13, the energy bands are perfectly
flat, hence the name, and the carrier concentrations are constant throughout the semiconductor
which is then perfectly charge neutral.

The voltage required to drive the structure to flatband is referred to as the flathand voltage.
Since there is no charge in the semiconductor, Q, = 0. As a result, the band bending is zero and
the surface potential ¢, = 0. Then, from the general relation for electrostatics in Eq. 8.18, the
flatband voltage is given by:

Vip = —dbi (8.22)

Looking back at the expression of ¢y; given in Eq. 8.1, it is clear that the flatband voltage is
entirely set by the bulk properties of the metal and the semiconductor.

The flatband voltage is an important reference voltage in the operation of MOS devices. We
will extensively use it in the treatment of the MOS structure and in the analysis of MOSFETs. .

8.4.3 Accumulation

Nothing prevents us from applying a voltage across the MOS structure that is more negative
than Vrp. When this is done, the gate is placed at a more negative potential than the body
of the semiconductor. This forces a charge dipole with positive charge in the semiconductor
and an identical amount of negative charge at the metal-oxide interface. Positive charge on the
semiconductor can be obtained if the hole concentration is higher than the acceptor concentration.
Since holes are mobile, they will tend to pile up, or accumulate, at the oxide-semiconductor
interface. This is the accumulation regime.

A detailed view of the electrostatics in accumulation is shown in Fig. 8.14. The thin hole
accumulation layer is imaged at the gate-oxide interface where there is a negative sheet of charge.
This yields electric field and electrostatic potential distributions as sketched in the figure and a
band structure that now bends upwards towards the metal.
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Figure 8.14: From top to bottom and left to right: sketches of volume charge density, electric field, electrostatic
potential, carrier concentration and energy band diagram of a MOS structure at flatband and in accumulation.

It is relatively straightforward to derive first-order expressions for the hole accumulation
charge and other electrostatic parameters under the sheet-charge approzimation. This assumes
that the accumulation layer is much thinner than any other dimensions in the structure. The
hole distribution in the semiconductor reflects a balance between drift and diffusion. Hence, its
extent is expected to be of the order of the Debye length, which can be quite small.

Under the sheet charge approximation, the surface potential in accumulation is:

This is because a sheet of charge produces a sharp change in the electric field over zero distance
and this does not accrue any potential buildup.

If we denote as @, the sheet hole charge density in the accumulation layer, then, using Eq.
8.18, we can easily obtain:

Qa >~ Coz(Vrp — V) (8,24)
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where we have also used Eq. 8.22. This is an important result. Once in accumulation, the
hole accumulation charge increases linearly with the voltage that is applied beyond the flatband
voltage.

8.4.4 Threshold

We now come back to applying positive voltages to the gate with respect to the body. As we
discussed above, for V' > 0, the depletion region in the semiconductor widens. This is necessary
to accommodate the additional negative charge required to satisfy the higher external potential
difference between the gate and the body (see Fig. 8.12). A consequence of this can also be
seen in this figure and that is that the electron concentration at the surface of the semiconductor
increases. This is also reflected in the energy band diagram in which we see that as a result of
the increased band bending associated with the enlarged depletion region, the conduction band
edge at the surface of the semiconductor gets closer to the Fermi level.

It is clear that there is a voltage for which the electron concentration at the surface becomes
equal to the hole concentration in the body of the semiconductor (see Fig. 8.15). This conditions is
called threshold and it marks the onset of the inversion regime. * Threshold” is a very appropriate
name as at this voltage, the semiconductor type changes at the surface from p-type to n-type. For
gate voltages more positive than the threshold voltage, the electrostatics of the MOS structure
drastically change in character.

It is relatively straightforward to derive an expression for the threshold voltage of a MOS
structure. We start by finding an expression for the surface potential at threshold, ¢sp. For this,
we can use the Boltzmann relation and relate the difference in electrostatic potential between the

surface and the bulk, precisely ¢s7, to the ratio of electron concentration at these two locations.
This yields:

kT =0 kT . N
¢sr = - ln ”(J’n—z—)“’" =27l 4 — 2¢; (8.25)
N !

where we have taken n(z = 0)|r = N4. We discuss the meaning of ¢ below.

We next need an expression for the charge in the semiconductor at threshold. If we can neglect
the contribution from the electrons at the surface (not a bad assumption since the depletion
region is much thicker than this thin electron layer), then the semiconductor charge at threshold
is associated with the depletion region. For reasons that will become clear soon, we denote the
thickness of the depletion region at threshold as Zgma. and the depletion charge as Qgmar. With
a potential build up across the depletion layer of ¢.r, using Eq. 8.17, Zamar and Qumaes are,

respectively, given by:
[2€s0sT
Tdmaz = —,;?\T: (8.26)

and
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Qdmaa: X —y Zfsqi\‘rﬁlésT (82?)

We can now use the general relation for electrostatics of the MOS structure (Eq. 8.18) at
threshold to obtain:

Qdma:c
CO:F

Vr = —¢bi + ¢ — =VrB+ ¢ + Vo (8.28)

where we have also substituted Eqs. 8.22, 8.27 and 8.16.

Vr is the threshold voltage of the MOS structure and it plays a key role in MOSFET operation.
Vr depends on all the key parameters of the MOS structure: semiconductor doping level, oxide
thickness and gate work function. Fig. 8.16 shows V4 as a function of N4 and Tor for a n-polySi
gate and SiOq dielectric. As N4 or z,, increase, so does V. Notice that the dependence on
doping is much weaker for thin oxides. This is because the doping dependence of Vp is mainly
through the square root doping dependence of v (Eq. 8.16). For a thin oxide, C,, is high, and
as Eq. 8.16 shows, the absolute magnitude of 7 is very small.
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Figure 8.16: Threshold voltage, Vi, vs. substrate doping level for different values of the oxide thickness. The
gate is made out of n"-polySi (Wn = 4.04 eV) and the oxide is SiOs.
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Figure 8.17: Energy band diagram of semiconductor at the onset of inversion (p-substrate). The definition of ¢
is indicated.

In Eq. 8.25, the surface potential at threshold was defined in terms of ¢5. Fig. 8.17 illustrates
this definition. ¢y is the distance in energy between the intrinsic Fermi level and the Fermi level
in the body of the semiconductor. When the band bending in the semiconductor is precisely

equal to 2¢y, then the electron concentration at the surface is identical to the hole concentration
in the bulk.

8.4.5 Inversion

Threshold marks the onset of the creation of an inversion layer of electrons at the oxide-
semiconductor interface of a MOS structure. This does not occur abruptly at the treshold voltage
but for V' > V7 its existence can no longer be ignored. In fact, for V > Vi the electrostatics of
the MOS structure are profoundly affected by the presence of this inversion layer.
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Applying a gate voltage that exceeds Vp demands an increase in the magnitude of the charge
dipole across the MOS structure. To understand what this implies on the semiconductor side, we
need to note the dependences of the inversion layer charge, @Q;. and depletion region charge, Q,,
on the surface potential. While Q; is expected to increase exponentially with ¢, (more on this
later), Qa evolves as the square root of ¢, (Eq. 8.17). Hence, any increase in ¢4 brought about
by an increase in voltage will mostly grown the inversion layer while it will only produce a minor
increase in the depletion region thickness beyond its value at threshold. It is because of this that
we denote the thickness and charge associated with the depletion region at threshold as 2gmaz
and Qgmaz, respectively.

Fig. 8.18 illustrates the electrostatics of the MOS structure at threshold and in inversion.
Starting from the top-right sketch, in inversion the electron concentration at the surface of the
semiconductor increases in a prominent way. This is more clearly seen in the top-left sketch
that shows the charge distribution across the structure. In inversion, the electron concentration
at the surface exceeds the background acceptor concentration. As a result of the appearance
of the inversion layer, the electric field exhibits a rather abrupt jump at the semiconductor
surface. However, since the inversion layer is expected to be very thin (the electrons are "jammed”
against the oxide), the electrostatic potential does not change very much. Due to the exponential
dependence on @; on ¢, not much of a change in ¢, is needed to induce the required amount
of Q; to satisfy the electrostatics. This is also reflected in the band diagram on the bottom
right which shows a band bending across the semiconductor that has not changed much beyond
threshold with most of the extra applied gate voltage used to bend the bands across the oxide.

It is relatively straightforward to obtain a first-order expression for the evolution of the inver-
sion charge with the gate voltage. This can easily be done under the context of the sheet-charge
approximation. As in accumulation, we assume that the inversion layer charge is very thin in the
scale of the other dimensions of the problem (Zor and Zgmaz). Under this approximation, the
surface potential in inversion is approximately equal to the value that it has at threshold:

s = 2 § (829)

We can now use the general relation for the electrostatics of the MOS structure (Eq. 8.18) in
inversion:

Obi +V = ¢s7 + 4%%—1% (8.30)

We now solve for Q; and substitute the expressions of Vpp (Eq. 8.22) and Vi (Eq. 8.28) to
get:
Qi=-CoulV-Vr)  forV>Vp (8.31)

This is a very important equation. It is often called the charge-control relation of the inversion
layer. It states that once reached threshold, the application of additional voltage across the MOS
structure grows the inversion layer charge in a linear manner.
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Figure 8.18: From top to bottom and left to right: sketches of volume charge density, electric field, electrostatic
potential, carrier concentration and energy band diagram of a MOS structure at zero volts, at threshold and in

inversion.

While we have obtained important and useful results using a simple view of the electrostatics of
the MOS structure, a more rigorous analysis is often desirable. Advanced Topic ATS8.1 at the end
of this chapter presents the so-called Poisson-Boltzmann formulation of the MOS electrostatics.
This approach yields more accurate analytical models for many important aspects of the MOS

electrostatics.
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Exercise 8.4: Consider an MOS structure identical to the one studied in Evercise 8.3. Compute
Vr and Q; for V=2V,

We use results obtained for ¢p;, Coz, and v from Exercise 8.3. The first step is to compute ¢gr
using Eq. 8.25:

kT . Ny 6 x 1017
:2—1 —_— = .02 —_— = ()95
OsT p nm 250 GXIHI.UZXIUIG 093V

We then use Eq. 8.28 to obtain Vp:

Vi =Viep + @57 + 7/ bs7 = —1.0V +0.93 V +0.58 V/2 x V093V = 049 V

The calculation of @Q; is now straightforward through Eq. 8.31:

Qi=—Cor(V—-Vr)=-77%x10"" F/fem? x (2—0.49 V) = —1.2 x 10~® C/em?

8.4.6 Summary of charge-voltage characteristics

Figs. 8.19 summarizes the charge-voltage characteristics of the MOS structure discussed in this
section. On the top, the absolute of the semiconductor charge is graphed against ¢s. In the
accumulation regime, Q; = @, > 0. Under the sheet-charge approximation, in accumulation
¢s == 0. In depletion, Qs = Qq < 0 and |Qg| evolves in a square-root form with ¢s. In inversion,
Qs = Qamaz + Qi < 0. Under the sheet-charge approximation, ¢, ~ ¢gr.

The graph in the middle shows ¢ vs. V. For V < Vpg, we have the accumulation regime
with ¢ ~ 0. In depletion, ¢, evolves with V according to Eq. 8.21. In inversion, for V' > Vp,
@s — ‘pST-

At the bottom of Fig. 8.19 the absolute of the semiconductor charge is graphed against the
voltage. For V' < Vpp, the structure is in accumulation and Q; is linear on Vepg — V. Between
Vrp and V7, the structure is in depletion and the dependence of Q, with V follows the square-root
form given by Eq. 8.20. For V > V7, the structure is in inversion and Q; is linear on V — Vi.

In the simple model developed in this section, the use of the sheet-charge approximation
"pins” the surface potential in accumulation and inversion at 0 and &sT, respectively. In reality,
carriers at the semiconductor surface are distributed in depth to some extent. This implies that
¢s becomes slightly negative in accumulation and it also increases somehow past ¢.7 in inversion.
This is indicated by the dashed lines in Fig. 8.19.

A more rigorous model that accounts for this is developed in Appendix ATS.1. This is referred
to as the Poisson-Boltzmann formulation. This model does not make any assumptions about the
spatial distribution of carriers at the semiconductor surface. It therefore yields a more accurate
description of the electrostatics that yields, among other results, the evolution of carrier charge
as a function of surface potential, and the surface potential vs. the applied voltage. These key
results are summarized here.

In accumulation, the accumulation charge is found to depend on ¢, according to the following
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Figure 8.19: Summary of charge-voltage characteristics of MOS structure. Top: Semiconductor charge vs.
surface potential. Middle: Surface potential vs. voltage. Bottom: Semiconductor charge vs. voltage. Dashed lines
represent improved dependencies obtained from the Poisson-Boltzmann model of Appendix ATS.1.
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expression (from Eq. 8.106):

O, = \/QeskTNA\/ exp —gs & %‘j = for ¢ < 0 (8.32)

Notice how (), goes to zero, as ¢ goes to zero. The leading term of @, for strong accumulation
(|¢s| > kT /q) depends exponentially on —q¢,/2kT.
Another important result from the Poisson-Boltzmann formulation is the relationship between

¢s and V. In accumulation, this is approximately (from Eq. 8.108):

kT Cox(VFB — V)

4‘531‘*—1 {1+] e TN, ] } for V< Vpg (8.33)

At flatband, ¢, = 0, but as V < Vppg, ¢. becomes negative but it does so quite slowly.

In inversion, the dependence of ); on ¢, is found to be (from Eq. 8.119):

Q; > — /26, KT N4 \/ GEOF ¢ cﬁsk—T%f) - \/ PO forgy> 26 (8:34)

In this expression, (; goes to zero as ¢, approaches 2¢;. In strong inversion, the leading term
of Q; goes as ~ exp(qops/2kT).

The dependence of ¢4 on V is given by (from Eq. 8.122):

kT Cor(V — V1) Q2070  q20f
D~ 207+ —1In — +1 for V> V- 8.35
e e kT s Tl ¢ ()
AtV = Vo, ¢ = 2¢y, consistent with our definition of threshold. In inversion, ¢, does

inerease somehow above 2¢; but it does so in a logarithmic way.

Other interesting results for the MOS electrostatics under the Poisson-Boltzmann formulation
are derived in Appendix ATS8.1.

8.5 Dynamics of the MOS structure

A MOS structure looks in many ways like a capacitor. On one side there is a metal plate; on
the other side there is the semiconductor which is in effect another conducting "plate”. In the
middle, there is a dielectric, the oxide. Depending on the voltage that is applied to the MOS
structure, net electrical charge exists at the metal/dielectric interface and in the semiconductor.
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Figure 8.20: Equivalent circuit models for the MOS structure: a) general model; b) quasi-static model; c)
dynamic model for inversion.

The total charge at these two plates is of equal magnitude but opposite sign. If the voltage is
changed, the charge on both plates is modified by the same amount in absolute terms. At all
times, the magnitude of the charge on each plate is identical. The MOS structure behaves as a
true capacitor. A simple equivalent model description of the MOS structure consists then of a
capacitor, capturing the MOS electrostatics, in series with a resistor that accounts for the finite
conductance of the substrate. This is sketched on the left of Fig. 8.20. This simple equivalent
circuit provides a reasonable description of the dynamics of the MOS structure.

For the simple RC circuit of the left of Fig. 8.20 to be useful, all the dependencies of the MOS
capacitance need to be properly described. There are two critical dependences to understand and
represent. The first one is the impact of voltage. The second one, perhaps less obvious, is time
or the dynamic behavior of the electrostatics themselves. We study these two factors separately
in the next two subsections.

8.5.1  Quasi-static C-V characteristics

The capacitance-voltage characteristics of an MOS structure have tremendous practical impor-
tance as a diagnostic tool. From the C-V characteristics, one can extract the flat-band voltage,
the threshold voltage, the oxide thickness and the semiconductor doping level. Also a detailed
study of the C-V characteristics can reveal non-idealities in the structure such as mobile oxide
charge, interface states, or gate doping depletion (in the case of a polySi gate). The capacitance-
voltage characteristics of a MOS structure are also of capital importance in just about any of
its applications. The C-V characteristics summarize the complex behavior of the MOS structure
that was described in detail in the preceding sections. Studying in detail the C-V characteristics
is an opportunity to review and solidify our understanding of the physics of the MOS structure.

As we have encountered before in this book, a quasi-static situation is one without significant
memory effects. Effectively, at all times, the MOS structure behaves as if it was in DC. The
term quasi-static C-V characteristics refers to the capacitance that is measured at a certain bias
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voltage in a small-signal configuration when the frequency of the driving signal is low enough for
the electrostatics to be independent of frequency (how small the frequency needs to be will become
clear later). The formalism of the electrostatics of the MOS structure described so far in this
chapter completely applies to a quasi-static situation and is therefore the basis for a derivation
of the quasi-static C-V characteristics.

A general definition of capacitance of the MOS structure is the change of charge on the gate
as a result of a small change in voltage across the structure:

dQ,
= =4 .36
(@ v (8.36)
Since Q4 = —Qy, using the chain rule for derivatives, the capacitance can be expressed as:
dQs dQs 1
C=- = — — 8.
dv dobs % (8:37)

From the general relationship 8.18, we have:

dv 1
— 1 e .
dos Coz dos 5

Let us define the semiconductor capacitance, Cy, as:

_ g,
C:= 0, (8.39)

As we will see below, C, defined this way is always positive. Armed with this definition, Eq. 8.38
can be rewritten as:

dV Cs
=1+ 8.40
ig =V Ca 840)
Substituting this in Eq. 8.37, we get:
1
e S (8.41)
B T

There is a simple physical interpretation to the result embodied in Eqgs. 8.39 and 8.41. The
capacitance of the MOS structure can be thought of as two capacitances in series, one associated
with the oxide, Cp;, and another one associated with the semiconductor Cs. The definition of
Cs of Eq. 8.39 is consistent with this interpretation since it represents the change of the charge
in the semiconductor as a result of a change in the electrostatic potential build-up across the

semiconductor. This simple picture of two capacitors in series is schematically illustrated at the
center of Fig. 8.20.
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We now derive first-order expressions for Cs in the various regimes. In accumulation, Q, = Q.
Eq. 8.32 gives Qg vs. ¢,. From this, we can easily derive Cs in accumulation. For strong
accumulation (|¢s| = kT'/q), we find:

d i q 1l
___Qm_ il v, :
by QkTCD'(DFB V) for V < Vppg (8.42)

where we have used Eq. 8.24. In strong accumulation, Cs increases linearly with the gate voltage
below flatband. '

Close to flatband, when ¢, ~ 0, the semiconductor capacitance is:

an €
g T [ R — ~ i
C'. = ) ; = I for V =~ L’FB (8 43)

where Lp is the Debye length. This is a particularly intuitive result since we know that the
Debye length gives a sense of the distance over which small perturbations to charge neutrality in
an extrinsic semiconductor are screened out.

In depletion, Qs = Q4. The dependence of the depletion charge with ¢, is given by Eq. 8.17.
Using also the dependence of ¢, on V given by Eq. 8.21 and the definition of v in Eq. 8.16, we
can obtain:

d ox
Cs =— Qu . & for Vep <V < Vp (8.44)
dos \/ 1+4¥"Vem
i 4
This expression for the semiconductor capacitance in depletion can also be obtained if we
realize that:

&

Cy > /I—S for VEp <V < Vip (8.45)
d

and we use the expression of z4(V') given in Eq. 8.19. In the depletion region, there is a depletion
region underneath the oxide. When the surface potential changes, the edge of the depletion region
moves. This is at a distance x4 away from the semiconductor/oxide interface.

Looking at the Poisson-Boltzmann formulation in Appendix AT8.1, Eq. 8.44 is only valid for
¢s > kT/q or with V not to close to Vpg. As V goes to zero, this equation cleearly diverges.
Using the more rigorous model of Appendix AT8.1, we can easily find that in the depletion regime
for V' close to zero, the semiconductor capacitance approaches the value given by Eq. 8.43.

In inversion, Qs = Q;. Eq. 8.34 gives the dependence of @Q; on ¢,. We also use Eq. 8.31 to
get:

q

dQ: ¢ __9
2kT

Ce= 36, = T

(8F Coz(V — V1) for V.= Vp (8.46)
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Figure 8.21: Top: Sketch of semiconductor capacitance of MOS structures in different regimes. Bottom: Overall
MOS capacitance vs. voltage.

The evolution of the semiconductor capacitance with V is show at the top of Fig. 8.21. In
accumulation and inversion, Cy increases in a linear fashion with V. In depletion, it evolves in a
square-root form. The minimum capacitance is obtained around threshold.

The overall MOS capacitance is obtained by inserting these expressions for C; into Eq. 8.41.
In accumulation, we have:

1
C ~ Coxﬁr— fOI‘ V < VFB (8‘47)
q(Vrp-V)
Around flatband, we get:
ST L. for T Vs (8.48)
14+ Cor s

In depletion, we obtain:
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Co:r-
V1+4T=£E
In inversion, we get:
; 1
C= C‘”’W for V> Vi (850)
q(V-Vvr

The bottom of Fig. 8.21 sketches C' vs. V. Since we are looking at two capacitances in series,
the smaller one tends to dominate. Hence, under strong accumulation and inversion, the overall
MOS capacitance approaches Co;. In depletion, Cs decreases as V increases beyond Vep, and
the overall capacitance can become quite small.

The capacitance of the semiconductor in the depletion regime at threshold is of special signif-
icance as it enters in models for the subthreshold behavior of the MOS structure which we study
below. An expression for this can be obtained from Eq. 8.44 by setting V = V. After some
algebra, this can be written as: '

O B Gy e (8.51)

2./2¢;

This result can also be obtained if we realize that Cyr = ¢, /Zdmaz and use the expression for
Tdmaz in Eq. 8.26,

8.5.2 High-frequency C-V characteristics

The quasi-static C-V characteristics described above are obtained for a driving signal with low-
enough frequency. If a high frequency is employed, the physics change. This is described in this
section. Let us examine the three voltage regimes separately.

The application of an AC voltage modulates the charge in the semiconductor. In the accumu-
lation regime, this charge is made out of holes in the accumulation layer. Since holes are ma jority
carriers in the semiconductor, they are in good communication with the outside world through
the ohmic contact. The proper time constant to get holes in and out of the accumulation layer
is the dielectric relaxation time of the substrate or the RC time constant of the whole structure,
whichever is largest. Either case, it is a rather fast phenomenon. In consequence, the C-V char-
acteristics in accumulation derived in the previous section apply up to fairly high frequencies.
The situation is identical in depletion, where the hole concentration is modulated at the edge of
the depletion region in response to the application of an AC voltage. The C-V characteristics in
depletion obtained above also apply up to rather high frequencies.

The situation is quite different in inversion. As we discussed above, in strong inversion, the
electron concentration in the inversion layer is modulated in response to the AC voltage. The
thickness of the depletion region is basically unchanged. The extra electrons required to satisfy
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Figure 8.22: Tllustration of change in charge in semiconductor in response to an AC voltage signal at low
frequencies and high frequencies.

the electrostatics have to be generated in the semiconductor, The proper time constant for this
is the generation lifetime, typically in the ps —ms range. In consequence, the C-V characteristics
derived above only apply if the AC signal changes slowly in the scale of the inverse of Tg, this
typically means frequencies in the kHz range or below. For higher frequencies, the inversion
capacitance picture ought to look quite different from what has been discussed so far.

In fact, if the frequency is high enough, the electron concentration in the inversion layer is
unable to respond to the AC voltage signal. Since the voltage is nevertheless changing, charge
modulation must take place somewhere to satisfy the electrostatics. The only other place where
charge can be modulated is at the edge of the depletion region with the substrate. This can be
accomplished by getting holes in and out of the substrate through the ohmic contact, a process
that as we discussed above, is limited by the RC' time constant of the structure. This is sketched
in Fig. 8.22.

This understanding allows us to conclude that the high-frequency inversion semiconductor
capacitance is, to the first order, equal to the depletion capacitance at threshold (derived in Eq.

8.51):

Cs,nr =~ Cer (8.52)

This is because in inversion ¢, ~ ¢, and Td =~ Tdmaz- Csr can be a substantially lower value

than the quasi-static capacitance of the structure for the same bias point (given by Eq. 8.46).

A comparison of the theoretical C-V characteristics of a typical MOS structure at low-
frequency and high frequency is shown in Fig. 8.23. In inversion, C remains at the lowest value
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Figure 8.23: C-V characteristics of typical MOS structure at low-frequency (quasi-static), high frequency, and
under a fast ramp or after a step (deep depletion). The marked points refer to the transient described in Fig. 8.25,

attained at threshold. Experimental results showing the evolution of the C-V characteristics of a
typical MOS with frequency are depicted in Fig. 8.24.

An equivalent circuit description of the high frequency behavior of the MOS structure is shown
on the right of Fig. 8.20. In this model, we have broken the semiconductor capacitance in two
capacitors in parallel: one associated with the depletion region Cy, and another one associated
with the inversion layer C;. In series with the inversion layer capacitance is a resistor R;. This
resistor captures the difficulty of providing electrons to the inversion layer. The R; — C; branch
behaves as a low-pass filter. Its time constant, R;C;. is the inverse of the generation lifetime
7g that controls electron generation in the depletion region. For low frequencies, the impedance
of this branch is dominated by C;. Since it is in parallel but it is much larger than Cj, the
capacitance of the MOS structure is approximately C;. At high frequencies, on the other hand,
the impedance is dominated by R;. In consequence, the capacitance of the MOS structure is
approximately Cj.

8.5.3 Deep depletion

The previous section has revealed the rich dynamics of the MOS structure in the inversion regime
that originate from the "sluggishness” of response of the inversion layer to changes in applied
voltage. The condition just studied was one in which a small high-frequency signal was applied
on top of a DC bias. Another dynamic situation of great interest is one that results when a MOS
structure is suddenly switched into inversion by the application of a step or a fast voltage ramp.
This condition is called deep depletion.

Consider a MOS structure at zero bias. Let us assume that at V = 0 it is in depletion. Let us
consider what happens if at ¢t = 0, we apply a voltage step, as sketched in Fig. 8.25. If the step
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Figure 8.24: Experimental C-V characteristics of an MOS structure as a function of frequency. At low frequency,
the measurement becomes noisy and in general it is not possible to obtain the ideal quasi-static behaviour sketched
in Fig. 8.21 [courtesy of T. Payakapan, MIT).

is negative and of a magnitude that exceeds the flat-band voltage, the structure will be driven
into accumulation. After an RC time constant, a relatively short time, the depletion region
will be wiped out and holes will accumulate at the semiconductor/oxide interface. If the step
Is negative but of a magnitude smaller than Vip or positive but smaller than V7, the depletion

region thickness will change. This also happens in a time scale of the corresponding RC' time
constant.

If the voltage step is positive and exceeds the threshold voltage, the situation gets complicated.
A short time after the application of the step (following the inevitable RC' delay), the only way to
satisfy the electrostatics of the structure is for the depletion region to widen beyond 2 g;0,-. This
is because even though the voltage is such that an inversion layer should be formed, there has
not been enough time for the electrons to be generated. For this to happen, we must wait a time
of order of the generation lifetime, 7g. a fairly long time in the scale of many useful electronic
functions. The MOS structure has gone into what is called ” deep depletion” because for a while
the depletion region thickness widens beyond the value that corresponds to the inversion regime.
If the step has enough duration, eventually the required electrons will be generated, the inversion
layer will be formed and the depletion region will collapse down to Zgmaer. This is sketched in
Fig. 8.25.

The dynamics of the deep depletion regime can be observed experimentally by measuring the
capacitance of the MOS structure during the transient. This can be accomplished by overlapping
a high-frequency sinusoidal signal on top of the voltage step. The result is sketched in Fig.
8.25. After the RC transitory has died off but before a significant amount of electrons has been
generated, the capacitance in deep depletion will be lower than the high-frequency capacitance
in the inversion regime. This is because z4 > Tgmaz- Given enough time, the inversion layer will
eventually grow, the depletion region will collapse back to Zgmae and the capacitance will revert
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Figure 8.25: Evolution of the electrostatics of the MOS structure after the application of a voltage step exceeding
Vr. The marked points correspond to the locations indicated in Fig. 8.23. Immediately following the application
of the step, the inversion layer does not have enough time to form and the depletion region widens beyond Zamax.
This is called deep depletion. Given enough time, electrons are generated, the inversion layer fully forms and the
depletion region collapses to Tamasz. If the capacitance is being measured as a function of time by means of a
high-frequency AC voltage overlapping the step, we will observe that immediately upon the application of the step,
the capacitance drops below its inversion value. As time goes on, the capacitance relaxes to the value corresponding
to inversion.

to the high-frequency inversion value discussed in the previous section.

Deriving a model for the electrostatics of the MOS structure in deep depletion is quite simple
because it is a fairly straightforward extension of the model for the electrostatics of the depletion
regime for V' > Vp that we have derived earlier in this chapter. At t = 07, right after the voltage
step is applied, the depletion region widens to a thickness that we can denote as 24,49. In analogy
with Eq. 8.19, x4,44 is given by:

€g

Co;r ¥ 2

Ld,dd =

Since at t = 07 the charge in the semiconductor is entirely given by the depletion charge, the
semiconductor capacitance at this point in time, is simply given by:

€s

Csdd = (8.54)

Td.dd

The overall capacitance of the MOS structure is then:
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Figure 8.26: Evolution of the energy band diagrams in the MOS structure of Fig. 8.25 at key points in time.
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1 1

Cag = ~
s \/1 +4¥=gEn

(8.55)

For V. > Vp, 2444 > Tamaz, Csdd < Csr and Cyq < Cgp. In deep depletion, the higher the
voltage the structure is stepped into, the more the depletion region widens and the lower the
capacitance. This is often sketched in the C-V characteristics as in Fig. 8.23.

To further the understanding of the deep depletion regime, Fig. 8.26 illustrates the evolution
of the energy band diagrams of the MOS structure at key points in the transient of Fig. 8.25. The
band diagrams at points A and C correspond to depletion and inversion and have already been
studied before. The interesting new band diagram is the one corresponding to point B or deep
depletion. The extended depletion region produces a large band bending in the semiconductor. In
spite of this, there is no inversion layer because there has not been enough time for the electrons
to be generated. How could these two facts be reconciled in the energy band diagram? Since
the electron concentration is given by the distance between the quasi-Fermi level for electrons
and the edge of the conduction band, this situation requires that Fy, be substantially below FE.
at the surface of the semiconductor. At the same time, the hole quasi-Fermi level must remains
flat across the structure as these are majority carriers and they respond quickly to the change of
voltage across the structure. Interestingly, satisfying these constrains implies that the electron
quasi-Fermi level ends up below the hole quasi-Fermi level across the depletion region, as indicated
in Fig. 8.26. This is consistent with the occurrence of electron-hole pair generation which we
have argued needs to take place for the structure to eventually reach the steady-state situation
of point C.

In deep depletion, the semiconductor is out of equilibrium, as in a reverse bias PN junction.
The resulting electron generation contributes to growing the inversion layer and the hole gener-
ation shrinks the depletion layer. If the body of the semiconductor extends to enough depth, in
deep depletion, £ fe remain below Eyj, over a length in the scale of the electron diffusion length.

For deep depletion to occur, there must not be a supply of electrons readily available to form
the inversion layer. That is the situation studied here where the electrons need to be generated.
As we will see later in this Chapter, in a three-terminal MOS structure in which there is an



516 Integrated Microelectronic Devices: Physics and Modeling

n"-region right next to the channel that can supply the required electrons, deep depletion cannot
be produced.

The dynamic behavior of the MOS structure under pulsed conditions that has been discussed
in this section is at the heart of Charge-Coupled Devices (CCDs) and CCD-based image sensors
(see Prob. 8.28). It is also exploited as a characterization technique. The recovery time from
deep depletion in a MOS structure is related to the generation lifetime which itself depends on
the purity and defect concentration in the vieinity of the oxide-semiconductor interface. A large
concentration of defects leads to a fast recovery while the contrary happens in the MOS structure
is of high quality.

Exercise 8.5: Consider an MOS structure identical to that of Exercise 8.4. Calculate the quasi-
static capacitance and the high-frequency capacitance at a bias V = 2 V. Calculate also the
capacitance immediately after pulsing the structure fromV=0to V =2 V.

Since for this structure V = 2 V corresponds to inversion, tot he first order. the quasi-static
capacitance is simply the oxide capacitance:

C o~ Cop=T77%x107" Ffem?
The high-frequency capacitance is the parallel of Cyp and C,;. Cyr is given by Eq. 8.51:

vy _ 058V1/2

Cop=il] - 7.7%x 107" Ffem® =2.3 x 107" F/em?
’ “2./20;  2/093V ¢ /
Then:
C - - 1.8 x 1077 F/em?
HF — — — - L
c%,,, + cL 7,?x110—7 s 2.3xllU_"'

When the structure is pulsed from V =0 to V = 2 V, it goes into deep depletion. In order to
compute the capacitance, we must first calculate the extent of the depletion region right after the
step. This is given by Eq. 8.53:

€5 V — Vg 1.04 x 10712 F/em 2+1 -6
o d= & — — 1) = _— =, b i 4
Td.dd = 7 \/ Itd=—g )= Tax 107 FJemz W1 H4g5e ~ D) =69x107" em

C 4a 1s, then, from Eq. 8.54:

€& 1.04x 1072 F/em
Taqd 6.9 x 1076 em

=1.5%x 1077 F/em?

When put in parallel with C,,. we obtain the capacitance of the whole structure in deep depletion:

1 1 = 5
Epp=ry — = —— =13x 107" F/em?
Tatonm Toxio—T T isxio7
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8.6 Weak inversion and the subthreshold regime

The subthreshold regime, also sometimes called weak inversion, refers to the regime of operation
of a MOS structure for gate voltages just below threshold. In this range of voltages, the electron

concentration at the oxide-semiconductor interface is lower than the acceptor doping level in the
bulk. From an electrostatic point of view, the dominant charge originates in the uncompensated
acceptors in the depletion region and that is why up to this point, we have labeled this mode of
operation the depletion regime. However, immediately below threshold, the electron concentration
is of some significance and in a MOSFET, it can result in non-negligible current that is known

as the subthreshold current.

In modern microelectronics, there is strong emphasis on low-power operation. One of its
implications is the need to tightly control the trickle current that inevitably flows through a
MOSFET when it is supposed to be OFF. This is often called the OFF current, I,pf, and is a
key consideration in device design. In addition, in order to predict power dissipation in a circuit,
it is important to model this current correctly. Furthermore, in dynamic circuits, the time that
a certain amount of charge can get stored in a dynamic node depends inversely on the leakage
current that flows to neighboring nodes. In MOSFET circuits, this is often set by the subthreshold
current of the transistors. In order to design devices with minimum OFF current, good physical
understanding of the subthreshold regime is required. In this subsection, we develop a first-order
model for the total electron concentration in the semiconductor in the subthreshold regime. This
will be the basis for the derivation of a model for the subthreshold current of a MOSFET in Ch.
9.

To start, we need to revisit our discussion of the depletion regime in Sec. 8.4.1. Our inter-
est here is in the total electron charge in the semiconductor. This can be obtained using the
Boltzmann relationship for electrons as follows 3:

oo n? [ qo ni [0 q¢  dx :
Qe = —q/ﬂ n(x)dr = —qml exp Eda‘: = —qNA /{ps exp k—f(d—(}b)d(ﬁ (8.56)

In the last step, we have changed variables from z to ¢. The fact that the upper limit of the
integral goes to = oo or ¢ = 0 is not a problem since its most significant contributions are right
next to the oxide-semiconductor interface.

d¢/dz is the minus electric field in the depletion region. In the depletion regime this can be

written in terms of ¢ as:

— e,

d 2N b
L S _\/__‘1” Al (8.57)

€s

We plug this into 8.57 to obtain:

*We use here Q. rather than @: to emphasize the important point that the MOS structure is not in inversion.
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ni & (%1 q¢
QQW_QNA 2gNa Jo ﬁeka_Tdd) (8:58)

The major contributions to this integral come around ¢ = ¢,. Therefore, we can approxi-
mately write:

n? € bs qo kT [gesNa q(ds — 20y5)
TR LS (L 22 Bippe it ) 5
Qe =05\ 2N asn /0 SR T N s, O W (859)

where we have assumed that ¢, > kT /q and we have used the definition of ¢ ¢ in Eq. 8.25.

We obtain here the important result that in the subthreshold regime, |Q.| ~ exp gﬁ—i, which
makes good sense. The rigorous numerical calculation presented in Appendix ATS8.1 confirms the

validity of this result.

We now need to relate ¢, to V. We could use Eq. 8.21 which is valid in the depletion
regime. However, since we are interested in a relatively small range of voltages immediately
below threshold, we can obtain a simpler expression by linearizing the voltage dependence of ¢,
around threshold in the following way:

. do,
$s — Gor 2 e — 205 ;-‘-f-I:r(V - V1) (8.60)
The derivative d¢/dV around threshold can be obtained from Eq. 8.40:

d.qf)sl . 1
dVT_ﬂ _1-_5-%&-71

dd’s ~aT

(8.61)

Substituting this into Eq. 8.59, approximating ¢, ~ 2¢ r inside the square root and using the
definition of Cyr in Eq. 8.51, we finally get:

: V-V
Q. ~ —ECST exp ﬁ(__.(__l)_ for V< Vp (8.62)
q (1+ Sz)kT

Eq. 8.62 is a very important result. Below threshold, |@Q.| drops exponentially with V. The
sharpness of this drop is determined by the ratio of Cs7 to Cy,. The lower this ratio, the sharper
the drop. We can understand this result if we realize that, differentially, we are in front of a
capacitive divider with C,; and Cyp in series, and ¢, being the potential at the common node
(see inset in Fig. 8.27). The higher C,; is with respect to Cyr, the more closely ¢, follows
changes in V. Or, in other words, the tighter the electrostatic control of the gate over the surface
potential, the sharper the inversion layer can be turned on and off. The factor multiplying kT in
the denominator is often called the ideality factor of the subthreshold regime. It is clear that it
is always larger than unity.
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Figure 8.27: Sketches of logarithm of electron charge at MOS oxide-semiconductor interface from weak inversion
to strong inversion. Top: vs. surface potential. Bottom: vs. voltage. Indicated is the ideality factor of the
exponential regions.

Fig. 8.27 sketches the log of |Q.| vs. ¢, on the left and vs. V on the right from weak
inversion to strong inversion. In weak inversion, the integrated electron charge increases as
~ exp(qos/kT). In contrast, in strong inversion, the dependence is ~ exp(qos/2kT). In weak
inversion, |Q| increases exponentially with V with an ideality factor that is greater than 1, while
in strong inversion, |Q,| increases linearly with V — V.

The sharpness of the drop of |Q.| with V below threshold is characterized by the so-called
inverse subthreshold slope or more commonly referred to as the subthreshold swing, S. This is
defined as the voltage required to increase the magnitude of Q. by a decade. From Eq. 8.62, we
have:

k1 Csr KT
n—Inl0=(1+ Cm)_q nlo (8.63)

S is usually given in mV/dec. At best, ifn =1, § = 60 mV /dec at room temperature. Typically,
S is higher than that, meaning, it is less sharp than the ideal value.

Exercise 8.6: Consider a MOS structure such as the one of Erxercises 8.4. Calculate the sub-
threshold swing S at room temperature.

First, we compute the ideality factor n:

Cl 0.58
T 1

gt g =
Cs 2./2%; 2/0.93

The subthreshold swing is then obtained from Eq. 8.63. At room temperature:

n=1+ 1.3

BT
S§= n—q— Inl0=1.3%0.026V xInl0 = 0.078 V = 78 mV/dec
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Figure 8.28: Schematic diagram of a MOS structure with a contact to the inversion layer.

8.7 Three-terminal MOS structure

The great usefulness of the MOS structure in modern electronics comes from the possibility of
contacting the inversion layer independently from the rest of the structure. This allows its use as
a conducting "channel” with a conductivity that can be controlled through the gate voltage. This
is the essence of the MOSFET. Making a contact to the inversion layer is not difficult. One only
has to place an n*-doped region right next to the edge of the gate, as sketched in Fig. 8.28. This
n”-region communicates with the outside world through an ohmic contact. It is important that
there be a small overlap between the n+—reg10n and the actual MOS structure so that a reliable,

Tow-resi low-resistance connection to o the inversion layer is obtained. A feature of this three-terminal MOS
structure is that the depletion regions of the n*-p region and the MOS structure overlap.

A contact to the inversion layer allows the application of a voltage between the inversion
layer and the semiconductor. This enables the manipulation of the surface potential in the
semiconductor and the inversion layer charge independently from the gate. Before we examine
the consequences of doing this, let us label the voltages. The n'-region that provides access
to the inversion region is called the source, since it will play the role of source of electrons for
the MOSFET. The semiconductor substrate is often referred to also as the body. The metal
continues to be denoted as gate. Therefore, the source to body voltage is denoted as Vgg and the
gate-to-body voltage is labeled as Vgp.

The range of voltages that in practice we might be interested in applying to the inversion
layer is restricted by the presence of the n*-p source-body junction diode. Under forward bias,
substantial forward diode current can flow, a largely undesirable condition in most applications.
Hence, we will discuss the physics of the situation for reverse bias applied to the n*-p junction,
that is, for Vg > 0. Our models, however, also apply for Vgz < 0. In this discussion, we will
keep Vg constant and at a level such that an invesion layer is present under all conditions.

The best way to discuss the effect of Vsp > 0 is to sketch appropriate energy band diagrams,
as done in Fig. 8.29. The left of this figure shows a diagram that corresponds to a MOS structure
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Figure 8.29: Energy-band diagram of three-terminal MOS structure with Vsp = 0, (left), and Vsg > 0 (right).

in inversion with Vg = 0. The right diagram shows the same structure under an identical value
of Vag, but with Vs > 0. On the left, Efe = Efy throughout the semiconductor body which
Is in a quasi-equilibrium estate. On the right, this is not the case. Through the n*-region, the
ohmic contact "grabs” on the majority carrier quasi-Fermi level of the inversion layer, that is,
Efe. Since the substrate contact holds onto the hole quasi-Fermi level in the body, the Fermi
level is split across the semiconductor by gVsp in the manner that is sketched in the diagram.
It is clear that a consequence of this is that the surface potential, the total potential difference
across the semiconductor, increases by about the same amount, that is:

¢s7(Vsp) = ¢sr(Vsp = 0) + Vsp (8.64)

The most interesting question to try to answer is what happens to the absolute magnitude of
the inversion layer charge, i.e. does it change, and if so, does it increase or decrease? It is clear
from Fig. 8.29 that the charge in the depletion layer has to increase in absolute terms in order to
accrue a higher surface potential. This happens through a widening of the depletion region. It is
less evident how the inversion charge evolves. In order to answer this, it is convenient to look in
some detail at the changes that occur in the electrostatics. These are sketched in Fig. 8.30.

It is easiest to start with the third diagram from the top in Fig. 8.30 which sketches the
potential distribution across the structure. Since Vgp is unchanged, the total potential build up
from gate to substrate contact remains unchanged and equal to ¢p; + Vo The fact that s has
increased upon the application of Vsg > 0 implies that ¢,, must have decreased. This in turn
means a reduction of &, and as a consequence of &. Gauss’s law requires that the magnitude
of the total charge in the semiconductor, |@Q,|, must also decrease. Since Q, = Q; + Q4, and we
argued above that [Qq| was increased, the only possible way to reconcile the picture is for |Q;l
to be reduced. In summary, the application of Vgg > 0 results in a reduction of the electron
concentration in the inversion layer.

An important consequence of the application of a voltage between the inversion layer and
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Fi gure 8.30: Evolution of the electrostatics of the three-terminal MOS structure upon the application of Veg > 0.

the body is the split of quasi-Fermi levels in the semiconductor. In particular, for Veg = 0,
Efe < Egp. This is a situation in which the carrier concentrations are driven below the thermal
equilibrium values, as sketched in the bottom diagram of Fig. 8.30. As we learned in Ch. 4,
the semiconductor reacts by trying to reestablish equilibrium, that is, by generating electron-hole
pairs. A consequence of this is the presence of a small leakage current flowing through the source
and body terminals. This adds up to the reverse current of the n™-p source-body junction. The
magnitude of this current depends on the nature and concentration of traps inside the depletion
region. As in a reverse-biased PN junction, the minority carrier concentration gets reduced in
the body below equilibrium over a distance of the order of the diffusion length.

The impact of Vgg on the electrostatics of the MOS structure can be viewed also as producing
a shift in the threshold voltage. Since the application of Vgg = 0 results in a reduction of the
magnitude of the inversion charge that corresponds to a certain Vi, this can be captured by an



J. A. del Alamo 523

increase in the threshold voltage. Through equation 8.31, we see that this produces the desired
result. It is straightforward to derive a new expression for Vr that accounts for the impact of
Vsp. Since the application of Vg increases ®s by Vsp, at threshold to the first order, the surface
potential goes from ¢gr to ¢s7 + Vsp. Hence, the expression of the threshold voltage of Eq. 8.28
becomes:

VEB = Vep + dur + Ve + YV és7 + Vsp (8.65)

This can also be written as:

VB (Vsg) = VFP (Vsp = 0) + Vsg + 7(véar T Vs — Véur) (8.66)

Since we are now in front of a device with three terminals, it is important to specify the
two terminals that the threshold voltage refers to. This is reflected in the new notation used
in the equations above. For MOSFET operation, we are not as much interested in the gate-to-
body threshold voltage, V.95 as we have been considering until now, but in the gate-to-source
threshold voltage V&, Since Vgg = Vas + Vs, the two threshold voltages are related by:

VE*(Vap) = VFP(Vs) — Vs = Vig + ¢or + 7Vdsr + Vap (8.67)

This can be easily rewritten as:

VES (Vep) = VES (Vsp = 0) + Y(VésT + Vsp — VbsT) (8.68)

which increases as Vgp increases.

As Vr shifts with the application of Vsg, the charge in the inversion layer is affected. The
charge control relation, Eq. 8.31, must be modifed to account for this. It can be written in two
ways, in terms of the gate-to-body voltage:

Qi = —Cox[Vep — VFB(Vsp)] (8.69)

or, as more commonly done, in terms of the gate-to-source voltage:

Qi = _Clorr{VG'S - V’}GS(V‘?B)I (8?0)

Both formulations give, of course, the same result.

The phenomenon that we have just discussed, the back-bias effect as it is sometimes referred
to, has important implications for MOSFET and CMOS circuit operation and is a major concern
to device and circuit designers. Three examples follow.
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Figure 8.31: Illustration of two approaches to contact bodies of transistors. The left diagrams depict a local
body contact where the body of every n-MOS is tied up to its own source. On the right is depicted a global body
contact with all bodies of n-MOSFETS tied up to V... The bottom diagrams show the schematic of a NAND gate
making explicit the body connections.

e The optimum MOSFET technology to be used for a given application depends on the

desired circuit topologies and their sensitivity to the back-bias effect. This is illustrated in
Fig. 8.31 which shows a typical CMOS NAND logic gate 4. Let us focus on the n-MOS
devices at the bottom. The technology of the left of the figure features a p-well process on
an n-type substrate. In consequence, a local body contact is available for every transistor
(the pT-region). The technology on the right has a p-type substrate that is shared among all
n-MOSFETs. In this technology, only a global contact is available. Ideal circuit operation
calls for each transistor to have its body shorted to its own source. This can be accomplished
in the technology on the left, as is made explicit in the diagram, but for the technology
on the right, this is not possible. In this case, transistor M4 has its body connected to its
source but M3 does not because the source sits at a higher voltage than the bottom rail.
There are two deleterious consequences of this. First, the logic gate on the left switches

“In logic circuits, the term "gate” is used to refer to elemental circuit configurations that perform simple logic
functions. The use of the word "gate” here should not be confused with the metal gate of a transistor.
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faster than the logic gate on the right. This is because as the source voltage of transistor M3
on the right circuit rises, its current driving capability is degraded. Second, the operation
of the logic gate on the right highly depends on the relative timing of the signals arriving
to the gates of transistors M3 and M4 and hence displays a lot more "jitter” or uncertainty
in its switching.

» The body effect refers to the shift in the threshold voltage along the inversion layer in a
MOSFET biased in a current flowing state. This originates in the lateral ohmic drop that
occurs in the inversion layer with respect to the body that is produced by the current. The
details of this effect will be studied in the next chapter. Suffice it to say here that it is a
deleterious effect that results in lower transistor current that one would otherwise obtain.

o The shift in Vr that results from the application of a back-bias can be exploited to turn
off a transistor, a logic gate, or entire circuits in a system. In spite of the extra circuit
complexity required to implement this concept, this feature is becoming increasingly useful
in the development of low-power systems in which certain functions can be disabled in a
selective way when they are not needed.

There are several additional consequences of applying a bias to the inversion layer with respect
to the source in a MOS structure. For Vgg > 0, the depletion region widens. This implies that the
capacitance associated with the substrate for a given Vip is reduced. In particular, at threshold,
Cyr is smaller the higher Vsg is. An interesting consequence of this is the reduction of the
subthreshold swing, that is, the device exhibits sharper subthreshold characteristics.

One final point about the energy band diagram on the right of Fig. 8.29. In this diagram, it
is clear that the quasi-Fermi level for electrons is below the quasi-Fermi level for holes in the top
region of the semiconductor. This will extend an electron diffusion length into the substrate. A
consequence of this is that the carrier concentrations are below the thermal equilibrium values
and the semiconductor responds by generating electron-hole pairs. The generated holes are swept
towards the body and the generated electrons are extracted by the inversion layer. Hence, in a
three-terminal MOS structure biased in this way, there is a small current that enters the source
and flows out of the body. This adds to the current associated with the reverse-biased source-body
PN junction.
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Exercise 8.7: Consider a MOS structure such as the one of Evercises 8.4 with an additional
contact to the source that allows the application of Vsp. Calculate ¢yr, VIQB G VTQS and Cyr for
Vep=3V.

Let us first calculate ¢yr. From Exercise 8.4, we know that for Vg = 0, ¢s7 = 0.93 V. With
Vsp =3V, Eq. 8.64 implies:

V2 is obtained from Eq. 8.66:

VE9 is obtained simply from:

Cyr is lowered by the application of Vap because the depletion region under the inversion layer
widens. It can be obtained by adapting Eq. 8.51 in the following way:

(ﬁsT(VSB == V} = Q‘jsT(V‘.?B — U) +Vep=093+3=393V

VEB(Vsp=3V) = VFB(Vsp=0)+ Vsg+1(V/ st + Vsp — vV @st)
0.5+ 34+0.58(v0.93+3 —-+v0.93) =41V

V% (Vep) = VEB(Vep) = Ve =41-8=11V

YCox _ 058 V1/2x7.7%x 1077 F/em?
2\/2r,‘t'f+VSB 2v/0.93+3V

Cor(Vsp) = =1.1x 107" F/em?

8.8

Summary

The Si/SiOs interface is nearly ideal. Most Si bonds are satisfied at the interface. However,
the interface exhibits a roughness of the order of two monolayers.

At the Si/SiO interface, the semiconductor can swing all the way from accumulation to
inversion by selecting a proper metal or through the application of a voltage to the metal
with respect to the semiconductor.

Beyond threshold, the absolute inversion charge increases linearly with voltage.

To the first order, the surface potential in inversion and accumulation does not change with

V.

In the subthreshold regime, the magnitude of the minority carrier charge at the oxide-
semiconductor interface drops exponentially with voltage below threshold.

The inversion capacitance depends on the frequency of the measurement due to the relatively
slow generation lifetime.

If the MOS structure is driven quickly from below threshold to above threshold, a deep
depletion condition is established until the carriers that form the inversion layer have had
enough time to be generated.
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e Application of a body bias with respect to the inversion layer increases the threshold volt age.

® The Poisson-Boltzmann formulation is a powerful tool to examine electrostatics of complex
structures in a rigorous way.

8.9 Further reading

Operation and Modeling of the MOS Transistor (Third Edition) by Y. P. Tsividis and C.
McAndrew, Oxford, 2011, ISBN 978-0-19-517015-3, TK7871.99.M44T77) is a classic textbook on
MOSFET physics and modeling that is now in its third edition. The level of treatment is similar
to the one adopted here though it goes in greater depth in some areas. A drawback of earlier
editions in the absence of energy band diagrams has now been corrected. Chapters relevant here
are Ch. 2 that deals with the two-terminal MOS structure and Ch. 3 that addresses the three-
terminal structure. In these chapters, there is a detailed treatment of threshold. It also discusses
in some depth the various regimes of inversion. This is an important reference book.
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AT8.1 Poisson-Boltzmann formulation of MOS electrostatics

This section presents a general formulation for the electrostatics of the MOS structure under
a variety of conditions. The Poisson-Boltzmann formulation, as it is known, allows us to get
detailed descriptions of ¢, £, and p, in the oxide and the semiconductor. Tt also forms the basis
for a detailed discussion of the C-V characteristics. A similar formulation can be constructed to
treat the electrostatics of the PN junction and metal-semiconductor junction.

We assume here a MOS structure with a geometry identical to that studied in the main body
of this chapter. We also assume that the semiconductor is in a quasi-equilibrium condition. We
work with Boltzmann statistics. The starting point to solve the electrostatics of this situation
is the expression of the volume charge density. For an uncompensated uniformly-doped p-type
semiconductor, this can be written as:

p=q(p—n— Ny (8.71)

This allows to write Poisson’s equation in the form:

a6 _ L (p—n—Na) (8.72)

dz? é:

With the semiconductor under quasi-equilibrium, we can use the Boltzmann relations to
express the carrier concentrations in terms of the electrostatic potential. Selecting as origin of
potentials deep in the bulk, ¢(bulk) = 0, we have:

1, = ﬂ.ogexp% (8.73)
—qo
P = PoB€Xp (8.74)

where n,g and p,p are, respectively, the equilibrium electron and hole concentrations in the bulk.

In the bulk, charge neutrality prevails. Mathematically:

PoB — Mo — Na =10 (8-75)

Plugging Egs. 8.73, 8.74, and 8.75 into 8.72, we get:

¢ qN, —g¢ n? ¢
@ = . 4[[8){13% = 1) = —@(exp—g—j—j = 1)] [876)

where we have also assumed that p,g ~ N4 and nep ~ n?/Na.
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Eq. 8.76 is called the Poisson-Boltzmann equation. It contains a single unknown, the electro-
static potential ¢. A double integration of this equation entirely solves the problem.

The first integration is performed using the following mathematical equality:
s dod’d

d do
Bodn! =P g s (8.71)

Multiplying both sides of the differential equation 8.76 by 2% and using the relationship just
presented, we get:

4. dp, _ 2gN, —q¢ n g do
dx d&:) T [(exp kT L Nﬁ(aka Ulda: 1)

We can now integrate this equation across the semiconductor. We start from the bulk, z = 0o
and integrate towards the surface. On the left hand side:

‘ri @2 — _@2 = @‘2 - @_2
fm g o W=l e =) e = (=) (8.79)

% loo = 0 because sufficiently far away from the surface in the bulk of the semiconductor, the
electric field is zero.

The right-hand side of Eq. 8.78 can also be easily integrated:

2qN4 [T —q¢ N - n? i it .
€5 /:x_;[(exp ET l) N_ﬁ (exp = 1)] di‘d.?l —

kT
2qNa (* —qé n; . q¢ .
B > L - - =2, — —1 =
e [(exp T 1) N2 (exp T )]do
HENA b b as g
€s [(exp kT i kT 1)+ N;i (exp kT kT 1)] (8.80)

Assembling now Egs. 8.79 and 8.80, we get:

d 2kTN = 2
= ep 7 4 2 M e 281y
A

- 8.81
dr €s kT kT ( )

We now have to select the proper sign of this equation. This is best done with the help of Fig.
8.32. When ¢ is positive in the semiconductor, as in depletion and inversion, then the sketch of
Fig. 8.32 indicates that % < 0. When ¢ is negative, as in accumulation, % > 0. In general, we
can then write:
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o
for depletion and inversion: ¢=0, g&’«o
0
s g
for accumulation: ¢<0, %%—so

Figure 8.32: Sketch of electrostatic potential in the semiconductor. When ¢ is positive, dé/dz is negative; when
¢ is negative, de/dz is positive.

d
sign(ﬁ) = —sign(¢) = —% (8.82)
‘We can define the function F(¢):
i‘i’ - pd0 9%y
Fid) = ] [( + kT L + ( P kU (8.83)

Using Eqs. 8.82 and 8.83, we can rewrite Eq. 8.81 in the following way:

dp  [2kTN4
e = == (&) (8.84)

A second integration of Eq. 8.84 gives ¢ vs. x which constitutes a complete solution to the
electrostatics problem:

® dp _ _ [HTNs
¢R F(G)) a €s h

(8.85)

Unfortunately, an analytical integration of this equation is not possible in general. If some
simplifications can be made, analytical formulations for ¢(z) can be derived. This is carried out
in the three subsections below.

Even before the additional integration, Eq. 8.84 leads to several useful results. The electric
field in the semiconductor is the negative derivative of ¢ in space, hence:

2kTN 4

€s

F(9) (8.86)
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In particular, at the insulator/semiconductor interface:

A \f %fN LF(¢s) (8.87)

&

Using this result in Eq. 8.5 gives us a general expression for the total charge in the semicon-
ductor:

Qs = —V2eskTNoF(¢5) : (8.88)

We can also break the semiconductor charge into its two components, that is, those due to
the electron and hole concentrations being different from their respective bulk values:

00 n? oo qo ‘
Q. = —q/[; (n ~ mop)da = —g 2= [O (exp 22 — 1)z (8.89)
= .y —q¢
Qn = q/ (p = PoB)dx ~ qNA/ (exp - — 1)dz (8.90)
0 0

Changing variables from z to ¢ in these two integrals and using Eq. 8.84, one gets:

n? & Oexpie —1
L = g dé ;
@ IN.\ 2kTN, / F(¢) (90

e’ Ny 10 exp _kr:,“” -1
2R

Qh

dé (8.92)

Finally, we can also plug Eq. 8.88 into Eq. 8.18 and get a relationship between ¢, and V:

v2es kTN kT
V = —dpi + b + —E—C—f‘lms) = Vip + ¢, + n/TFms) (8.93)

If V' is given, this equation can be easily solved in an iterative fashion to obtain ¢.. Once s 18
known, Eq. 8.87 allows the calculation of the electric field at the oxide/semiconductor interface.
Additionally, Eq. 8.88 can be used to get Q as a function of V. We can break @5 on its two
components Q. and Qy by numerically integrating Eqs. 8.91 and 8.92. A complete description
of ¢ vs. z can only be obtained by integrating Eq. 8.85. This also yields n and p vs. x from Egs.
8.73 and 8.74, and p vs. z from Eq. 8.71.

In order to better appreciate how the physics of the MOS structure evolves with applied volt-
age, it is worthwhile to first examine results obtained from the Poisson-Boltzmann formulation.
To this end, Figs. 8.33-8.39 display a complete set of results for a typical case with x,, = 4.5 nm,
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Figure 8.33: Surface potential vs. applied voltage for a typical MOS structure [calculations courtesy of S. Mertens
(MIT)].

Nao=6x107 em=3, Wy =4.04 ¢V, and T = 300 K as a function of applied voltage. For this
case, V=05V, Vpp=—-1V, 957 =093 V.

Fig. 8.33 graphs ¢s vs. V. As V increases, so does ¢,. The most prominent feature of this
figure is its ”S”-shape. For sufficiently negative values of V (V < —1 V), the surface potential
s tends to saturate to a value that is not too different from zero. This is the accumulation
regime. For intermediate values of V' (-1 < V < 0.5 V), ¢ increases rapidly with V. This is the
depletion regime. For sufficiently positive values of V' (V > 0.5 V), ¢, tends to saturate again.
This is the inversion regime.

The left of Fig. 8.34 graphs Qs, Q. and @, vs. V. Three regimes are apparent again.
For negative and slightly positive voltages, Qs =~ Q. These are accumulation and depletion,
respectively. For sufficiently positive voltages, () saturates and Q. starts rising in absolute
terms, as we argued it should happen in inversion. Note that @, is always negative, while Qp, is
both positive (in accumulation) and negative (in depletion and inversion).

The right of Fig. 8.34 shows & vs. V. Again the three regimes are apparent. For negative V',
&, is negative and depends linearly on V (accumulation). For positive but small V, & becomes
positive and displays a sublinear dependence on V' (depletion). For positive enough V', £, increases
linearly again with V (inversion).

The physics of the various regimes is illuminated by examining the evolution of the relevant
variables as a function of spatial location in the semiconductor. The left of Fig. 8.35 displays the
volume charge density in the semiconductor. For V' < 0, there is a prominent positive peak at
the interface. This is the hole accumulation region. As V' is made positive, a negatively charged
region grows from the interface into the semiconductor. This is the depletion region. Beyond
V' = 0.5V, threshold, the depletion region stops growing. Instead, a prominent negative peak
due to the electron inversion layer appears at the oxide/semiconductor interface.

Consistent with this, the electric field in the semiconductor, right of Fig. 8.35, displays a
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Figure 8.34: Left: Semiconductor charge vs. applied voltage for a typical MOS structure; graphed also are the
two components of Qs: Qe and Qn. Electric field at the insulator/semiconductor interface vs. applied voltage for
the same MOS structure [calculations courtesy of S. Mertens (MIT))].

prominent peak at the interface for negative V, is zero everywhere for V.= —1.0 V, but increases
and penetrates deeper into the semiconductor as V' is made more positive. However, beyond
V = 0.5 V, the field in the bulk of the semiconductor does not change much, but increases
substantially at the surface. This is consistent with the identification of the various regimes.

The spatial dependence of ¢ is shown on the left of Fig. 8.36 for six selected voltages. For
V = -2 V. ¢ is relatively small and negative and confined to the vicinity of the interface. This
is accumulation. For V = —1.0 V, ¢ = 0 everywhere. This is flatband. As V becomes positive,
¢ increases (depletion) but beyond V = 0.5 V (threshold) it does not change much.

The right of Fig. 8.36 shows the energy band diagrams in the semiconductor for several bias
points. At flatband, the bands are flat. In accumulation, the bands bend up right at the interface.
In depletion, the bands bend down. In inversion, the conduction band closely approaches the
Fermi level at the interface, indicative of the presence of an inversion layer.

Fig. 8.37 shows the electron (left) and hole (right) profiles across the semiconductor for
the same voltage values. Deep into the semiconductor, p and n attain constant values that are
unaffected by the applied voltage. These are the bulk values, p,p and nyg respectively, imposed
by the doping level. In accumulation, for negative V, the electron concentration dips at the
interface below the bulk value, but the hole concentration increases substantially there. As V is
made more positive, n increases at the interface but also deeper into the semiconductor and p
decreases accordingly. At V = 0.5 V, the electron concentration at the interface equals the hole
concentration in the bulk. This is threshold. For values of V' larger than this threshold value, the
electron concentration at the interface rises quickly in inversion. Note that at all points, np = n?.

Fig. 8.34 (left) showing the evolution of charge with voltage is drawn on a linear scale. Using
this scale, it is not possible to appreciate the evolution of the electron charge below threshold.
The subthreshold regime is more clearly seen when we graph |Qe| vs. V in a semilog scale as
done on the left of Fig. 8.38. This figure makes clear that below threshold (Vy ~ 0.5 V in this
case), Q. drops in a nearly exponential fashion, as we discussed in Sec. 8.6.
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Figure 8.35: Volume charge density (left) and electric field (right) vs. space coordinate for several voltages for a
typical MOS structure [calculations courtesy of S. Mertens (MIT)].
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Figure 8.36: Electrostatic potential (left) and energy band diagrams (right) vs.
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Figure 8.37: Electron and hole concentrations vs. space coordinate

structure [calculations courtesy of S. Mertens (MI T)).

Figure 8.38: Q. vs. V (left) and ¢, (right) in a semilogarithmic scale for a typical MOS structure. For small
Qe increases exponentially with V [calculations courtesy of S. Mertens (MIT)].
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The evolution of |Q.| with ¢, in the subthreshold regime is shown on the right of Fig. 8.38.
Below threshold, we observe a |Q,.] ~ exp ff%g dependence, in agreement with Eq. 8.59. Above

threshold, the dependence of |Q.| on ¢, softens and turns into a exp _zq%% dependence, as predicted
by Eq. 8.34.

The Poisson-Boltzmann formulation also yields a rigorous model for the capacitance-voltage
characteristics of the MOS structure. Looking back at the model constructed in Sec. 8.5.1 and
using the expression of Qg in Eq. 8.88, the semiconductor capacitance can be expressed as:

C, = 2e kTN, 2L (8s) (8.94)

do

This is always positive, as a capacitance should be.

Using Eq. 8.83, we can calculate the derivative of the F(¢) function:

dF(¢) _ g 1 b . b
d6 kTR P T ﬂwi(exp ) (8.95)
Inserting this into Eq. 8.94, vields:
1 —qPs qds
= " +1) =1 8.96
V2Lp F(¢s) [(—exp LT Ayg (eXD i )] ( )

where Lp is the extrinsic Debye length.

An exact calculation of Cs ws. V using Eq. 8.96 for the same MOS structure as in Figs.
8.33-8.37 is shown on the left of Fig. 8.39. The overall capacitance, obtained by the series of C,
and C,; as in Eq. 8.41, is shown on the right of Fig. 8.39.

These two figures display the three regimes of operation of the MOS structure that were
discussed in Sec. 8.5.1. On the left of Fig. 8.39 we see that in accumulation, for V < —1 V., 4
increases in a roughly linear fashion as Vgg drops below the flatband voltage. This is what is
predicted by Eq. 8.42. In depletion, Cy evolves in a rough square-root way, as given by Eq. 8.44.
In inversion, C; increases beyond threshold in an approximately linear way with a slope similar
to that of the accumulation regime. This is what is predicted by Eq. 8.46.

The overall MOS capacitance is shown on the right of Fig. 8.39. In accumulation and
inversion, C approaches Cy, the further we bias the structure below Vg or above Vr, respectively.
In depletion, the overall MOS capacitance evolves in a square root way consistent with Eq. 8.49.

The physical understanding gained in this section is essential to devise useful mathematical
simplifications of the exact formalism. We study the three main regimes separately below.

To accomplish this, it is helpful to first examine the key dependences of the function F(¢)
defined in Eq. 8.83. A sketch of |F(¢)| in a semilog scale is shown in Fig. 8.40 for different values
of nf/N3. This graph illustrates several features of the function F(¢):



J. A. del Alamo 537

10 T=300K, NA=BE17/crm*a, WM=d 04a¥ | xox=4.50m x10" T=300K, NA=SE17/cm3, WM=4 048V | xox=4.5nm

g ]

C [Fem'2]
T T

s L L 1 L L
25 2 15 1 05 ] o5 1 1.5 2
V]

Figure 8.39: Semiconductor capacitance (left) and total capacitance of MOS structure (right) vs. applied voltage
for a typical MOS structure under quasi-static conditions [caleulations courtesy o f §. Mertens (MIT)].

For ¢ =0, F(0) =0.

For ¢ =0, £Zy = 0.

For ¢ <0, F(¢) <0. For ¢ >0, F(¢) > 0.
For all ¢, 4€ > 0.

The F' function in Eq. 8.83 contains six terms inside its square brackets. The last three
are multiplied by a prefactor that represents the ratio of the minority carrier concentration
to the majority carrier concentration in the bulk, a very small number (of order ~ 10~10 —
%,

For ¢ < 0 and |¢| more than a few %, the first term in Eq. 8.83 dominates and F displays
an exponential behavior of the form:

e et 97
F(¢) exp o (8.97)
For ¢ > 0 and ¢ more than a few 2L, but not too large, the second term of Eq. 8.83

dominates and F displays a behavior of the form:

a0

Flo) e T (8.98)

When ¢ > 0 and sufficiently large, the fourth term eventually dominates and F follows a
behavior:

F(¢) =~ ;—: exp LA (8.99)
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Figure 8.40: Graph of |F| from Eq. 8.83 for several values of the minority to majority carrier concentration
ratio, n /N3, as a function of the normalized potential go/kT.

As the prefactor n? /N2 becomes larger for smaller values of N4, the onset of this last
exponential behavior occurs earlier, as Fig. 8.40 shows.

We are now in a position to develop appropriate simplifications for the three key regimes in
the MOS structure.

AT8.1.1 Approximations for depletion
In the depletion regime, the semiconductor charge is dominated by fixed mobile ions, the substrate

dopants. In this regime, Fig. 8.33 shows that ¢, changes quickly with V and 8.34 shows that Q,
and & both have a square root dependence in V. It is easy to see why this should be the case.

As we saw in Eq. 8.98, in the depletion regime, the second term in F(¢) (Eq. 8.83) dominates.

Inserting it into Eq. 8.85 we get:
¢ dp 2qN4
/qhs 7= \/ — (8.100)

which can be easily integrated to yield:
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TPl =) Ly (8.101)

This equation is only valid up to the point at which ¢ goes to zero, the potential in the bulk.
This point is the end of the depletion region, z,. Solving from 8.101, we find:

2eghy
Tg = —— 8.102
1= (8102)

This is identical to Eq. 8.13. Inserting this expression back in Eq. 8.101, we get:

6= ¢s(1 - %)2 for z < g (8.103)
d

which is the expected result.

An expression for ¢, as a function of V can be obtained from Eq. 8.93. Inserting Eq. 8.98
into it, we get:

V =Vip+¢s +1Vs (8.104)

The solution of this quadratic equation is:

)
Y V—Vpp 9 -

This is as obtained in Eq. 8.21. For small values of V in excess of Vg, this equation is quadratic
in V. For large values of V, it is linear. This is precisely the behavior observed in Fig. 8.33.

The rest of the results obtained in Sec. 8.4.1 follow easily.

ATS8.1.2 Approximations for accumulation

For sufficiently negative bias, the depletion layer disappears and in its place a thin layer of holes
is induced at the semiconductor interface. This is the accumulation regime. In this regime, Fig.
8.33 shows that ¢, saturates with V. Additionally, Fig. 8.34 shows that @), and &, increase in
magnitude linearly with V. Let us understand where these dependencies come from.

In accumulation, the first three terms of the F(¢) function in Eq. 8.83 are relevant. Plugging
this into Eq. 8.88 gives us the hole accumulation sheet charge density as a function of ¢,:

Qo= Qs = V2e,kTN4 \/exp _k?ﬁs + ?ﬁ: i | (8.106)
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In strong accumulation, (), increases exponentially as exp —,—fc%" (remember that in accumula-
tion ¢, is negative).

The relationship between the applied voltage and the surface potential can be obtained from
Eq. 8.93:

255 KT'N 4 _G‘¢ s Q‘i’»

V =Vrp+¢s — -1 (8.107)

This equation is not ameanable to an explicit solution since there are several terms that
depend on ¢,. Of them, however, the exponential term is the dominant one. We can then obtain
a first-order solution by setting the linear terms to zero since ¢, = 0 marks the onset of the
accumulation regime. After performing this substitution, we can solve for ¢, in the exponential
term of Eq. 8.107 to get:

kT Coe(VFB = V) 5
s~ —— In{l + [ ——="
B q .l V2eskTN 4 i

This equation exhibits the right dependence. For V = Vg, ¢, = 0. As V increases in absolute
terms below flatband, ¢, increases in magnitude, although rather weakly.

(8.108)

An approximate expression for (), vs V' can be obtained from the fundamental charge control
relationship of Eq. 8.18 using Eq. 8.108 for ¢,. This yields:

kT . {1
Qn =~ oa-(VF‘B_V—Tl n{l+| \/g%ﬂj—v“ 1} (8.109)

In strong accumulation, when |V| <« |Vpp, the logarithmic term becomes negligible next to
the linear term and we have the classic result:

Qn = Cox(Vrp — V) (8.110)

Eq. 8.110 explains the observation made in Fig. 8.34 that the accumulation charge in strong
accumulation depends linearly in V. In fact, the slope of the dependence is precisely C,, the
capacitance per unit area of the oxide. Eq. 8.110 in only valid for V < Vgg. Only the voltage in
excess of the flat-band voltage is used to grow the accumulation layer.

We can get a sense of the approximate distribution for the electrostatic potential in space and
the thickness of the accumulation layer in strong accumulation by using the dominant term of
F(¢) (the exponential term) and inserting this into Eq. 8.85. This yields:

¢ 2%%TN
fcxp 99 b= Ay (8.111)

2T €5

Integration of this equation leads to:
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- a9 q9s
.L~\/§LD(exp2kT exp o) (8.112)

This allows us to solve for the thickness of the accumulation layer which corresponds to ¢ = 0:

Toce =N BLs(1 — exp gﬁ;) ~V32Lp (8.113)

The simplification that has been made in Eq. 8.113 is possible because in accumulation ¢s 1
negative. Eq. 8.113 tells us that the accumulation layer is very thin, of the order of the Debye
length. Also, interestingly, the thickness of the accumulation layer only depends on the doping
level of the semiconductor and temperature, and is independent of other parameterers such as
oxide thickness, or the magnitude of ¢,. For N4 = 6 x 10'7 em =3, for example, T4, =~ 7.5 nm.

Exercise 8.8: Consider an MOS structure such as the one of Exercise 8.3. Calculate Qs and ¢, for
V==-2V,

In Exercise 8.3 we obtained for this structure ¢p; = 1.0 V. Vppisthen —1 V. At V = —2 V', the structure
is then in accumulation. Hence (), = @), which in a first pass can be computed in a straightforward way
using Eq. 8.24:

Qs =@Qn=Cox(Vep —V) = 7.7x 107" Flem?(-142) V =7.7x 10"7 C/cm?
¢ can be obtained from Eq. 8.108:
CoI(VFB - V)]g}
V2e,kT Ny
= —0.026 VIn{l +]

®s

1§

kT
—— In{1 +
= {1+]

7.7x1077 Flem?*(-1+2)V 2}
V2 x 1.04 x 10-12 F/em x 0.026 eV x 1.6 x 1019 C x 6 x 1017 cm—23

= —-0.12V
As expected, this is much smaller than V.

With this estimate for ¢. we can now reevaluate @, more precisely using Eq. 8.109:

Qs =Qn=Cor(Vrp =V + ) =7.7x 1077 F/em*(-14+2-10.12) V = 6.8 x 10~7 C/em?

This represents about a 10% correction over the result obtained above.

AT8.1.3 Approximations for inversion

In the inversion regime, a thin sheet of electrons appears at the semiconductor surface. In this
regime, as Fig. 8.33 shows, ¢, tends to saturate with V. Additionally, Fig. 8.34 shows that
Qn saturates while Q. and & increase linearly with V. Furthermore, the extent of the depletion
region into the substrate stops growing with V. Let us understand more rigorously where these
dependencies come from.
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The leading term in the F function in inversion is indicated in Eq. 8.99. However, to smoothly
connect with the depletion regime, we have to keep two additional terms, as in:

n2 5 I‘i —2
F(@s):\/iﬁf = 1= Nt%‘ exp%zv/iﬁ; —1+equ(ik—T¢—f) (8.114)

where we have used the definition of ¢y in Eq. 8.25. This function smoothly connects with the
F function in depletion when ¢, = 2¢;.

The charge in the semiconductor in inversion is obtained from Eq. 8.88:

S 8 2¢ -
g xs —\/QESkTNA\/%'; _liexp Q("ﬁ—kTLf) (8.115)

This charge is the sum of the inversion charge plus the depletion charge. To separate the two
terms, we need to consider the spatial distribution of ¢.

In strong inversion, ¢ increases from zero in the bulk to a ¢, > 2¢ ¢ at the surface. While ¢
is not too large, the second term of F'(¢) in Eq. 8.83 dominates. Close to the surface, ¢ becomes
large enough that the fourth term of F'(¢) becomes dominant. A suitable way to deal with this
transition is through a piecewise approximation for F(¢). To the first order, we can select 2¢ f
as the value of ¢ at the boundary between these two regions. Hence, in the inversion regime:

F(¢) % for ¢ < 205 (8.116)
F(¢) = \/—g%—l—l—expﬂ%;%j for ¢ > 2¢y (8.117)

Eq. 8.117 applies to the electron inversion layer, while Eq. 8.116 applies to the depletion
layer underneath. This piecewise description of F(¢) is reasonably simple and continuous and
represents a good basis for obtaining a number of useful first-order results.

The electron charge in the inversion layer can be obtained by inserting Eq. 8.117 into Eq.
8.91 and integrating through the inversion layer:

9 2¢

T €s g = p kT ;
| N _'3 \/‘/ ex d@ (8118)
E f\l' A 2ki J'\TA g \/ ;.‘T'b_ i ]- e::p ( kT I )

In the linear term inside the square root in the denominator, ¢ has been substituted by a
constant value of 2¢¢ which is a reasonable approximation when compared with the exponential
term on ¢ next to it.

It is not difficult to perform this integral and obtain:



J. A, del Alamo 543

L , 92¢; q(ps — 2¢5) _\/%
Q; ~ \/QESMNA[\/ L 1 kT] (8.119)

This result shows that in strong inversion, the inversion layer charge grows exponentially with the
magnitude of ¢, in excess of 2¢. Also, the leading dependence is ~ exp(qos/2kT).

The depletion charge can be computed from Eq. 8.92 in a similar way. Alternatively, it can
also be derived from the difference between Q, in Eq. 8.115 and Q; in Eq. 8.119, to obtain:

Qa >~ —\/26sqNa2¢; = —Cony /265 (8.120)

This is a constant value, independent of ¢s or V, just as observed in Fig. 8.34.

The relationship between ¢; and V can be obtained by inserting Eq. 8.115 into Eq. 8.93:

222 s
VT o Y200 00 \/% ~ 1+ exp U9 = 2¢7) (8.121)
€ kT kT

The ¢; dependence on the right-hand side is complex and an explicit solution is not possible.
However, the exponential term exhibits a much stronger dependence on ¢, than the other two
terms. We can therefore obtain an approximate solution by equating ¢s ~ 2¢; in the two other
terms and solving for ¢, in the exponential. We obtain:

Cox(V — Vr) _ f92¢f]2 _ G2¢; 4 l}
V26 kTN, \ &T kT

This equation exhibits the right limit. For V = Vi, with Vr as defined in Eq. 8.28, ¢, = 2¢;.
Also, as V increases above Vi, ¢, increases too but it does so in a logarithmic way. This is
consistent with what we observed in Fig. 8.33.

by = 207 + % In( (8.122)

In the inversion regime, the dependence of the inversion layer charge on voltage is of great
importance. This can be obtained from the fundamental charge control relationship in Eq. 8.18.
Again, noting that Q, = Q; + Q4 and using the expressions for Qq in Eq. 8.120 and for V7 in
Eq. 8.28, we can write:

Qi = —Corx(V—Vp—¢s+ o)
' kT OV — Vi 2 24
= —Co(V - Vp = L gLl ... o A O

q V2eskTN 4 kT kT

+1})  (8.123)

where we have assumed ¢, = 2¢5.

In strong inversion, the logarithmic term becomes less relevant and:
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Qi ~ —Cop(V = Vi) (8.124)

This is the charge control relation for the inversion layer that was derived in Eq. 8.31.
In the main body of this chapter, this equation was derived under two assumptions: that the
inversion layer thickness is much thinner than any other vertical dimension in the problem (the
sheet-charge approzimation) and that beyond threshold, the depth of the depletion region stops
increasing. Both assumptions have been mathematically justified in this section and their limits
of applicability can be gauged from the more accurate formulation that is presented here.

The choice of threshold surface potential ¢.r =~ 2¢; is a reasonable one and is widely used
in the literature. You can see, however, that in the more exact charge control relationship of
Eq. 8.123 there is an additional term with a negative sign that is increasing logarithmically with
V' — V. If we want to preserve the simple relationship of Eq. 8.124, then it would be advisable
to define Vr at a slightly higher surface potential that 2¢¢. Often times, ¢4 is defined as:

kT
osT = 205 + m? (8.125)

with values for m between 1 and 6 often used.

The potential distribution in space can be obtained from integrating Eq. 8.85. For the
inversion layer, we have to use Eq. 8.117. This is a rather messy integral. An acceptable
description of the situation is obtained for ¢, sufficiently larger than 2¢¢, by just keeping the
exponential term in Eq. 8.117. In this case, Eq. 8.85 becomes:

{b U . r"Y.N
/s exp —g—%ﬂdé = —4f %iisAI with ¢ > 2¢5 (8.126)

Integrating, we obtain:

—a(¢—2¢7)  —qlds—2¢5) =z _ |
XP o S/ T with ¢ > 2¢; (8.127)

where we have used the definition of Debye length made in Eq. 4.68.

This equation allows us to estimate the inversion layer thickness. To be consistent with our
piecewise model above, this is defined as the location at which ¢ = 2¢¢. If ¢, is larger than 207
by a few kT /q’s at least, then Eq. 8.127 gives:

Tiny ~ V2Lp[1 — exp — 2~ /L (8.128)

The last approximation applies for the case of strong inversion.
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This is a simple and easy to remember result. The inversion layer thickness is of the order of
the Debye length. For N4 = 6 x 10'7 em =3, for example, #;,,, is about 7.5 nm.

Exercise 8.9: Consider a MOS structure such as the one of Ezercises 8.3. Estimate Q, and ¢,
forv =2V,

Since for this structure Vo = 0.5 V, at V = 2 V', it operates in inversion. Hence Q, = Q; + Q.
Q;, the inversion charge, can be evaluated using Eq. 8.124:

Qi = —Cox(V = V1) = ~7.7x 107" F/em?(2 - 0.5) V = —1.2 x 107 C/em?
Qu is the depletion charge. It is obtained from Eq. 8.120:
Qa =~ —Cozy/20f = ~7.7x 107" F/em® x 0.58 V1/2/0.93 = 4.3 x 10~7 Q/em?
(s is the sum of these two components:
Qs =Qi+Qa=-12x10"° C/em® — 4.3 x 1077 Q/em?® = —1.6 x 106 Q/cm?

®s is evaluated using Eq. 8.122:

Bs

12

AT, GV —Vr)  [q2¢r.,, q2¢5
267+ - In] AP -2 1)

V2e,kT Ny ET

1.2x10~% C/em®*  [093V , 003V
93V +0.026 V1 . = T
093V +0.026 VIl o o Clem® Vo036V oozsy =104

I

This is about 4 kT"s over 2¢ ¢ In this calculation, we have used our evaluation of the square root
in the denominator that was performed in Exercise 8.8.

Using this value of ¢, we can estimate Q; more precisely using Eq. 8.123:

Qi = —Cou(V —Vr — ¢s + be1) = 7.7 x 1077 F/em?(2—0.5—0.11) V = —1.1 x 105 C/em?

This is less than 10% different from our rough estimate above. . I
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Problems

8.1 Estimate the conduction band and valence band discontinuities at the Si/SiO2 interface.

8.2 Select the work function of the gate material of an MOS structure that is needed to obtain
Vep = 0 V on an n-type substrate with Np = 107 em™2 and z,. = 10 nm. Sketch the
energy band diagram of this structure at zero bias.

+ 8.3 Consider a MOS structure that consists of a n™-poly-Si gate, a 9 nm SiO; insulator, on a p-Si
substrate with a doping level N4 = 3 x 10'7 e ®. At room temperature and for Vg = —3,
0, 0.3 and 3 V', compute numerical values for:

a) the surface potential;

b) the total charge per unit area in the semiconductor and its breakdown into electron charge
and hole charge;

c¢) the electric field in the oxide;
d) the extension of the depletion region in the semiconductor;
e) the low-frequency capacitance.

f) the high-frequency capacitance.

Do not solve the problem numerically. Use the analytical approximations described in class.
Treat the n™ poly-Si gate as a metal in which the Fermi level sits at the conduction band
edge irrespective of bias.

Additionally, calculate:

g) the threshold voltage,
h) the accumulation layer charge per unit area at the oxide breakdown

i) the inversion layer charge per unit area at the oxide breakdown condition,
condition.

The oxide breakdown field is 4 MV /em.

+ 8.4 Consider an MOS structure using a p-Si substrate. At zero bias, this structure is in the
depletion regime. Suppose we can now change gate materials and use a new one with a higher
work function, Wjy,. Nothing else is changed. Indicate the impact that this would have on
the parameters and figures of merit listed below.

Circle one: inerease =1, decrease =|, or no ef fect. For each item, give the reason for your

choice.
flatband voltage, Vig: T | noeffect
surface potential at zero bias, ¢,(V = 0): 1 | noeffect
surface potential at threshold, ¢ T | noeffect
high-frequency capacitance in inversion, C'y p(inuv): T 1 noeffect
how does N4 have to change to maintain Vi unaffected? T 1 noeffect

¢ 8.5 Consider a metal-oxide-semiconductor structure as sketched below. In this structure, directly
underneath the oxide over a depth x;. the doping level in the semiconductor is negligible.
Below x; the semiconductor is heavily doped p-type. The work function of the metal is
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smaller than the work function of the p* semiconductor, but the difference in work functions
is smaller than the bandgap of the semiconductor,

Metal
Oxide

undoped Si

p+-Si

a) Sketch the volume charge density distribution along x at zero bias.
b) Sketch the electric field distribution along x at zero bias.

c) Sketch the electrostatic potential distribution along = at zero bias.
d) Sketch the energy band diagram along x at zero bias.

e) Derive an analytical expression for the charge in the semiconductor at zero bias as a
function of relevant material-related parameters.

f) Derive an analytical expression for the threshold voltage of this MOS structure in terms of
relevant material-related parameters. Define threshold as the condition that brings the
conduction band edge in contact with the Fermi level at z = 0.

8.6 Trench isolation is a compact way to isolate devices. Typically, the trench has a lining of SiO,

and is filled with poly-Silicon. There is no contact to the poly-Si filling. This is illustrated in
the schematic below.

cross section

An important concern with trench isolation is the capacitance of the structure. This depends
on the thickness of the SiO, lining, but also on the doping level and type of the poly-Si filling.
Let's consider here the two limiting possibilities.

I. First assume that the trench is filled with pT-polySi.
a) Sketch the energy band diagram at zero bias along the indicated cross section.

b) Calculate the low-frequency capacitance per unit area of trench that is seen between
the ohmic contacts for z,, = 80 nm, Tpolysi = 100 nm, and Ny = 2 x 10'% em—3. No
DC bias is applied.

¢) Estimate the electric field across the oxide lining.



548

' 8.7

8.8

8.9

Integrated Microelectronic Devices: Physics and Modeling

II. Now consider the trench filled up with n™-polySi.
d) Sketch the energy band diagram at zero bias along the indicated cross section.

e) Calculate the low-frequency capacitance per unit area of trench that is seen at the
ohmic contacts for @, = 80 nm, Tpeysi = 100 nm, and Ny = 2 x 1017 em=3. No DC
bias is applied.

f) Calculate the electric field across the oxide lining.

Regarding the poly-Si filling, assume that the Fermi level sits at E,. for the n™ case and at
E, for the p* case. For all calculations, assume that no bias is applied between the two pt
contacts.

Consider an MOS structure with a n™-Si gate on a p-type Si substrate characterized by the
following parameters: Wy = y, = 4.04 eV, z,, =9 nm. Ny =1.2x 10" e 3, T = 300 K.

Fort < 0, avoltage Vi = —2 V has been applied from the gate to the bulk of the semiconductor
for a long time. At t = 0, the applied voltage abruptly changes to Vo =3 V.

a) Calculate the semiconductor charge and the electric field in the oxide at + = 0. What
regime is the MOS structure in?

b) Calculate the semiconductor charge and the electric field in the oxide at t = 07, Consider
any RC delays negligible. What regimme is the MOS structure in?

¢) Calculate the semiconductor charge and the electric field in the oxide for ¢ — co. What
regime is the MOS structure in?

Consider an MOS structure as sketched in the figure below. For ¢t < 0, the structure is at zero
bias. In this condition, there is a depletion region in the semiconductor with a charge density
of Qg =—-3.4x 1077 C/em?.

A=10 um?2

Wi=4.04 eV “ ' >

Xox=4.5 nm P | (? { ==l
Na=6x1017 cm-3 J

At ¢ = 0 a current source is switched on with the sign indicated in the figure. Estimate the
time that it takes for the MOS structure to be brought to the onset of inversion for the three
cases below. The generation lifetime in the depletion region is 7, = 1 ps.

a) If I = —100 nA.
b) If I = 100 nA.
c) f I =1nA.

One of your competitors is working on a new DRAM generation based on a body-contacted
SOI (Silicon-on-insulator) MOSFET technology. In this approach, a MOSFET is fabricated
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on a SOI substrate with a body contact on the side, as sketched below.

G

nt

You have very little information about your competitor’s design. You know that they use an
n*-polySi gate and a standard Si film thickness of z; = 0.2 pm. That is all you know. At a
recent conference, your competitor presented a graph showing the dependence of the threshold
voltage of the MOSFET as a function of the source to body voltage, Vap (see below). Based
on this new information, you can learn a bit more about their design.

. b e e I e
0.8 +

0.8 -

Vi (V)

0.4 +

0.2 +

0.0 sy

o 1 2 3 4 5 &8
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a) Explain the origin of the peculiar dependence of Vi on Vgp.
b) From the available information, extract the doping level, N4, of the Si film.
¢) From the available information, extract the gate oxide thickness, Zor, Oof the MOSFET.

8.10 Consider the following MOS structure: i

GB

n* polySi (W,=y.)

p-5i
| (N=10"cm?)

contact contact

a) Calculate the flatband voltage.
b) Calculate the extent of the depletion region in the semiconductor at threshold.

c) Calculate the electric field in the oxide at threshold.
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d) Calculate the inversion layer sheet charge when the electric field in the oxide is &,
10°% V/em.

e) Calculate the accumulation layer sheet charge when the electric field in the oxide is £,, =
—10°% V/em.

8.11 Consider an MOS capacitor on a p-type substrate. The gate material is n™-polySilicon (W3,
xsi = 4.04 ¢V), the oxide thickness is 10 nm, the doping level of the substrate is N4 =
1 x 10'7 ¢rn~3. This structure has a Vi = 0.33 V. For t < 0, the device is biased in inversion
with V1 =2 V. At ¢t =0, V is suddenly increased to Vo = 5 V and remains at this value for
a long time, as sketched below.

v
A
V;'
V]
V. 4
0 t

a) Sketch the evolution of the high-frequency capacitance of the MOS structure as a function
of time. Explain the physics of the transitory.

b) Calculate the high-frequency capacitance of the MOS structure at ¢ = 0.
c) Calculate the high-frequency capacitance of the MOS structure at t = 0.
d) Calculate the high-frequency capacitance of the MOS structure at ¢ — co.

8.12 An emerging problem with deep-submicron CMOS is what is called poly-depletion. This
problem manifests itself by the MOS capacitance in the strong-inversion regime, Ci,,, failing
to reach the oxide capacitance, C,; (see sketch below for nMOS).

n*-polySi

Ve Vr Vas
The poly-depletion problem arises at high Vs as a result of a depletion region that is formed
in the n"-polySi gate due to its finite doping-level.
a) Carefully sketch an energy band diagram illustrating the gate-poly depletion problem.

b) Why doesn’t this problem appear also for negatige Vigs when the MOS structure is in
accumulation?



J. A.

8.13

8.14

8.15

8.16

del Alamo

Consider a MOS structure with an n*-Si gate on a p-type Si substrate characterized by the
following parameters: Wy = v, = 4.04 eV, 2,, = 10 nm, Ng = 107 em~3. Calculate the
electron and hole concentrations (in cmn~?) at the oxide-semiconductor interface at zero bias
at T = 300 K.

Consider a three-terminal MOS structure at T = 300 K as sketched in the figure below. Notice
that this structure is characterized by the same physical parameters as that of the previous
problem.

A=10 pm?2

Wp=4.04 eV

Xpx=10 nm

NA=1017 cm-3

tlg

For t < 0, the structure is at zero bias. At t = 0, a current source of a magnitude I = 10 nA
is switched on with the sign indicated in the figure.

Quantitatively sketch the time evolution of Iz and Is with ¢ for ¢ > 0. Explain.
Consider an n'*-poly Si gate (Wy = vg = 4.04 eV') MOS structure with a gate oxide thickness
of Zo, = 15 nm and a semiconductor doping level of Ny = 10" em—3.

Answer the following questions at 300 K. For each question, state in what regime the MOS
structure is operating. V' refers to the voltage of the gate with respect to the body of the
semiconductor.

To save you time, for this structure Cyp = 2.3 x 10~7 F/em? and v = 0.8 V1/2,

a) Compute the electric field across the oxide for V = —2 V.

b) Compute the hole concentration at the oxide/semiconductor interface when there is a
depletion region in the semiconductor of rq = 50 nim.

c) Compute the electric field on the semiconductor side of the oxide semiconductor interface
when, in steady state, there is a inversion layer charge of |Q;] = 5 x 107 C/em?.

d) Estimate the surface potential right after a pulse of V' =4 V is applied at ¢ = 0 to the
MOS structure in equilibrium.

e) Estimate the charge at the gate/oxide interface under the same conditions as d).

f) Estimate the high-frequency capacitance of the MOS structure under the same conditions
as d).

You have learned that there is a simple technique of extracting the flat-band voltage from the
high-frequency capacitance-voltage characteristics of an MOS structure. The only thing you
know about this technique is that it is somehow based on graphing 1/C% . vs. V.

In order to figure out how this technique might work, derive a complete analytical description
of 1/ Cﬁ, F vs. V for a MOS structure with a p-type body from accumulation to inversion.
Sketch this relationship in a linear scale.

Discuss how one could extract Vep from this graph.
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8.17 Cousider a n-Si/oxide/p-Si (Semiconductor-Oxide-Semiconductor or SOS) structure as sketched

below. The doping level in both regions is identical: N4y = Np. The oxide thickness is z,,.
Xox

a) Sketch the charge distribution across the SOS structure at V = 0.
b) Sketch the energy band diagram at V = 0.

¢) Derive an expression for the built-in potential of this structure at V = 0.

d) Now apply anegative voltage, V, across the structure. At a certain voltage, a characteristic
sitnation occurs. How would you describe it? Derive an expression for the applied
voltage required to produce this situation. Sketch the energy band diagram across the
SOS structure at this bias.

e) Now apply a positive voltage across the structure. At a certain voltage, a characteristic
situation occurs. How would you describe it? Derive an expression for the applied
voltage required to produce this situation. Sketch the energy band diagram across the
SOS structure at this bias.

f) Sketch the capacitance-voltage characteristics of this structure at low frequency. Place
suitable tickmarks in the C' and V' axis.

8.18 Consider the following MOS structure at room temperature:

O <

n* polySi

|

| p-Si
(N,=6x10" cm?)

Contact contact

»
L] T Ll

X 0 X

The oxide thickness is #,, =5 nm = 5 x 1077 em. The gate is made out of n™-polySi with
W"M =Xsg= 4.04 eV,
To save you time, for this structure C,; = 6.9 x 1077 F/em? and v = 0.65 V1/2,

a) What is the magnitude of &, (electric field across the oxide) for a condition in which
Qg = —-2x 1077 C/em??
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b) What is the capacitance of the MOS structure at a bias point for which the total charge
in the semiconductor is equal to —2 x 1077 C'/em??

Consider a two-terminal MOS structure identical to that of Exercises 8.5-8.11 in the notes. The
key parameters of this structure are Ng = 6 x 1017 em ™3, 25, = 4.5 nm, and Wy = 4.04 €V,
For this problem, you can reuse as many results as you want from any of these exercises.

a) Estimate the surface potential at the onset of electron degeneracy, that is, at a bias point
beyond which Fermi-Dirac statistics ought to be used to describe the statistics of elec-
trons in the inversion layer. Sketch an energy band diagram for the semiconductor at
this bias point.

b) At this same bias point, estimate the hole concentration at the surface of the semiconduc- -

tor.
c) At this same bias point, estimate the inversion layer sheet-carrier density.

d) Estimate the gate voltage that leads to this condition.

Consider the three terminal MOS structure sketched below. The n* region has a doping level
Np = 10" em=3. The MOS structure itself is identical to that of Exercises 8.5-8.11 in the
notes. The key parameters of this structure are Ny = 6 x 1017 em=3, #,, = 4.5 nm, and
W = 4.04 eV. For this problem, you can reuse as many results as you want from any of
these exercises.

D Ve

This problem is about studying the electrostatics of this structure across sections AA’ and
BB’, indicated in the diagram, under several conditions. Section AA’ cuts across the MOS
structure vertically at a location far away from the n™ region. z = 0 is located at the oxide-
semiconductor interface. Section BB’ runs along the oxide semiconductor interface (on the
semiconductor side). It starts just inside the n™ region and it runs until far away from it.
y = 0 is the location of the n™-p metallurgical junction.

In each part that follows, quantitatively sketch the electrostatic potential, ¢, along sections
AA’ and BB'. The sketches should include the values of the potential at key points and the
spatial coordinate of the relevant point. Select ¢ = 0 in the quasi-neutral p-type bulk of the
semiconductor.

a) Vop =0,Vsp =0.
b) Ve =5V, Vsp = 0.
C) Vee=5V,Vgg =3V,
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8.21 Consider an n-channel Silicon-on-Insulator MOSFET, as sketched below.

1

%gi=0.25 pm

Xgx=0.1 um

f

handle wafer

In this device design, there is a concern about the body resistance. This is because there is
a relatively narrow link between the body and its body contact underneath the source. This
problem is about estimating the sheet resistance of this link and the body resistance associated
with it.

The doping levels in the various regions are:

-source-drain regions: N7, = 1019 em
-body and body link region: Na = 107 em ™3
-body contact: N = 10'% ¢m =3

-handle wafer: N4 = 1017 em =3

Note that the body contact, the handle wafer contact and the source are all shorted out.

a) Qualitatively sketch an energy band diagram along cross section CC’ indicated in the
figure. What is the regime of operation of the semiconductor-oxide-semiconductor (SOS)
structure associated with the body link/buried oxide/handle wafer?

b) Estimate the sheet resistance of the p-type link.

c) Estimate the resistance of the link for a device that has a link length of 2 um and a gate
width of W = 100 pm.

d) Suppose that the value of the link resistance that you obtain is too high. You wish to
reduce it by applying a voltage to the handle wafer with respect to the body. What sign
of the voltage should you apply: Viyp > 07 Viyp < 07 Explain and sketch an energy
band diagram along CC’ of the resulting situation.

8.22 Consider a two-terminal MOS structure identical to that of Exercises 8.5-8.11 in the notes. The
key parameters of this structure are Ny = 6 x 1017 em =3, 2, = 4.5 nm, and Wiy = 4.04 V.
For this problem, you can reuse as many results as you want from any of these exercises.

a) Estimate the surface potential at the bias that yields n(xz = 0) = p(a = 0) at the surface
of the semiconductor. In what regime is the MOS structure operating?

b) At this same bias point, estimate the charge in the semiconductor.
¢) At this same bias point, estimate the electric field across the oxide.

d) Estimate the gate voltage that leads to this condition.
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The figure below graphs the experimental C-V characteristics obtained on a Si/SiO, MOS
structure at room temperature at different frequencies. The metal is unknown. The area of
the structure is 100 x 100 pm?2.

90.0p
800p |-
70.0p |
— 400 Hz
[
— 60.0p | 500 Hz
[&]
50.0p |- 800 Hz
1 kHz
W - 2 kHz
1 MHz
30.0p i

V (V)

Using the data shown in this graph and making reasonable assumptions, answer the followi ng
questions.

a) Estimate the thickness of the oxide.
b) Estimate the extent of the depletion region in the semiconductor at threshold.
c) Estimate the doping level in the substrate.

d) Estimate the inversion layer sheet charge density when the structure is operated at point
A in the figure.

In some applications, MOSFETs with different threshold voltages are desired. A way to
accomplish this is to introduce a threshold voltage control implant. How this works is explored
in this problem.

Consider a regular MOS structure on a p-type Si substrate. Assume that the structure is
designed in such a way as to yield a positive threshold voltage. Now consider introducing a
very thin n-type doped layer at the surface of the semiconductor. as sketched in the fgure
below. This is easily accomplished by impl anting donor atoms under the right conditions. For
simplicity, we will assume that the ion implantation results in a uniform doping distribution
with a doping level of Np and a thickness x,,.

i Metal
Xox +
Oxide
Xp + n-5Si
p-Si
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Your assignment is to derive an expression for the shift in the threshold voltage that the
introduction of the n-type layer causes. The n-type threshold control layer has been designed
so that it is fully depleted at threshold. You can assume that x, € Zgmee (but not that
Npan € NAZgmaz). Follow the steps below:

a) Qualitatively sketch the volume charge density in space at threshold.
b) Qualitatively sketch the electric field in space at threshold.
c) Qualitatively sketch the electrostatic potential distribution in space at threshold.

d) Derive an expression for the electric field at the surface of the semiconductor, &, in terms
of parameters that characterize the semiconductor, such as Na, Np, Zn, Tdmax, €tc.

e) Is the surface potential at threshold, ¢4r, affected by the introduction of the n layer? If
s0, derive an expression for the new surface potential.

f) Is the extent of the depletion region in the p region at threshold, x4, affected by the
introduction of the n layer? If so, derive an expression for the new & j,5.

g) Derive an expression for the threshold voltage of this structure. By comparing it with
the threshold voltage of the conventional structure, give an expression for the shift in
threshold voltage that the introduction of the n region produces.

An ideal MOS structure on a Si p-type substrate is characterized by a threshold voltage
Vr = 0.6 V, a flat-band voltage Vg = —1 V, and a subthreshold swing S = 86 mV/dec. All
these values are given at room temperature. From this, you can reverse engineer the physical
parameters of the structure. Answer the questions below. State any approximations that you
need to make.

a) Estimate the doping level in the semiconductor.
b) Estimate the gate oxide thickness.
c) Estimate the work function of the gate metal.

The three-terminal MOS structure can be used to achieve what is called ”parametric opera-
tion.” Consider the sequence of events graphed below:

switch1 @ switch1 g swit;j 1 g

switch 2

a) t=0 b) t=0* ot=T

In a), the MOS structure has been biased for a long time with Vg = Vi > Vi and the source
is shorted to the body. At t = 0, the gate is open and left to float. This leads to situation b).
Some time later in ¢), the source is applied a voltage Vgp = Vp that is large enough so that
the inversion layer is just turned off.

The reference for all voltages is the body voltage. Vr refers to the threshold voltage of the
MOS structure measured from the gate to the body. Answer the questions below in terms of
the usual MOS parameters: Na, Vep, Vr, 2or, dsr, Cor, etc.
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a) Att =07, provide expressions for the sheet charge density in the gate, the inversion layer
and the depletion region of the MOS structure.

b) At t=0%, what is the voltage at the gate Vgp?

c) Att =07, provide expressions for the sheet charge density in the gate, the inversion layer
and the depletion region of the MOS structure.

d) Derive an expression for the voltage Vp that is required to just turn the inversion layer oft
at t="T.

e) Derive an expression for the voltage at the gate at t = T'. Is this higher or lower than the
& g
gate-body voltage obtained in b? By how much?

The figure below shows the low-frequency C-V characteristics of an M OS structure on a p-type
substrate at room temperature ®. The gate is made out of n*-polysilicon doped at different
donor concentrations. The figure reveals prominent "poly depletion”, as is known, that is
more pronounced the lower the doping level in the polysilicon gate is.

wvr_-lul[rxur;xr”frrrrz
L N,=5x10" cm’ >

0.8
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0.6

C/C

; B
0.4 N =5x10'¢ crlh'3-——

0.2 o=

1

I

I

:
Obadocie st ala v ekaie g
-4 -2 0 7. |'4

V, (V) v,

In this problem, we focus on the trace that corresponds to a doping level in the polisilicon
gate of N = 5 x 1018 ¢ =3,

a) First, consider point A. Carefully sketch an energy band diagram across the structure.
In what regime (accumulation, depletion, or inversion) is the p-type body of the MOS
structure? In what regime (accumulation, depletion, or inversion) is the n™ polysilicon
gate? Explain your answers.

b) Now consider point B. Carefully sketch an energy band diagram across the structure.
In what regime (accumulation, depletion, or inversion) is the p-type body of the MOS
structure? In what regime (accumulation, depletion, or inversion) is the n* polysilicon
gate? Why is the overall capacitance of the structure so much lower than at point A7
Explain your answers.

c) Derive an algebraic expression for the voltage V, at which the capacitance abruptly rises
right past point B. This should be in terms of the doping level in the substrate N4,
oxide thickness z,,, and doping level in the polysilicon gate, N,.

*from Rios and Arora, IEDM 1994
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d) Now consider point C. Carefully sketch an energy band diagram across the structure.
In what regime (accumulation, depletion, or inversion) is the p-type body of the MOS
structure? In what regime (accumulation, depletion, or inversion) is the n™ polysilicon
gate? Why is the overall capacitance of the structure so much higher than at point B?
Explain your answers.

The invention of the charge-coupled device (CCD) image sensor was honored in 2009 by the
awarding of Nobel Price in physics to Willard Boyle and George Smith. They did their seminal
work in the 70s at Bell Labs. CCD imagers are today widely used in all kinds of cameras and
imaging systems.

The CCD imager relies on a MOS capacitor pulsed into deep depletion. If illuminated, the
photogenerated electrons will collect at the oxide-semiconductor interface. The amount of
electrons is proportional to the ligh intensity. There is a narrow window of time for this
charge to be collected and to be sensed and that is the generation lifetime of the structure.
This problem explores some of the issues involved.

Consider a pixel in a CCD imager that consists of a MOS capacitor with a transparent gate
electrode, as pictured below:

hv

transparent
electrode

oxide >

depletion
region

The MOS structure is characterized by the following parameters: transparent metal gate with
Wi = xs = 4.04 eV, 2., = 15 nm, uniform Ny = 1017 em=3,

To save you time, for this structure C,, = 2.3 x 1077 F/em?, v = 0.8 V12 ¢ =
084V, Vpp==1V, Vr=06V.

The active area of the pixel is 10 x 10 pm?.

a) Consider first this structure in the dark. For t = 0, the MOS structure is biased at V =0
for a long time. At ¢ = 0, a voltage pulse of Vg = 5 V is suddenly applied to the gate
with respect to the body. Calculate the thickness of the depletion region at t = 0.

b) Now, holding Vi =5 V, a very short time after ¢t = 0 the shutter opens and light illumi-
nates the structure. The light intensity and wavelength are such that photogeneration
takes place right at the surface of the semiconductor at a rate of g = 10'% em=2 - 571,
How many photogenerated electrons are collected at the oxide-semiconductor interface
after 1 ms of exposure? Assume that this span of time is much shorter than the gener-
ation lifetime for this structure.

c) After 1 ms of illumination, the shutter is closed while Viz remains at 5 V. What is the
thickness of the depletion region right after the shutter closes?
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8.29 An alternative threshold definition in a MOSFET is the condition that leads to the oxide
capacitance being equal to the semiconductor capacitance, that is, C,, = C,.

a) Derive a simple expression for this alternative definition of the threshold voltage, V2, in
terms of the threshold voltage defined in class, V. State any assumptions that yvou need
to make.

b) Derive an expression for the inversion layer charge at this new threshold voltage.
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